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Abstract - In this work, solution to load frequency control 
(LFC) of a non-linear multisource practical two area 
interconnected power system is presented using a newly 
developed evolutionary algorithm. For the practical power 
system model, diverse source of power generation such as non-
reheat, reheat and hydro generators are used with non-
identical value of system parameters. To obtain actual and 
physically implementable design, the non-linear security 
constraints viz. generation rate constraint (GRC), governor 
dead band (GDB) and time delay (TD) are also considered. For 
achieving the desired objectives, a unique cost function is 
formulated by considering the important steady state and 
transient response specifications such as area control error 
(ACE), steady state error (SSE) and maximum overshoot (Mp). 
A novel evolutionary algorithm – chaotic exponential particle 
swarm optimization (CEPSO) is proposed to obtain the true 
optimal control gains and the corresponding dynamic 
performance of the power system.  The performance of the 
developed algorithm is compared with recently developed 
popular evolutionary algorithms like exponential PSO (EPSO), 
bacteria foraging optimization algorithm (BFOA) and 
differential evolution (DE) algorithm. The CEPSO algorithm 
gives the best performance over the others.  

 
Key Words:  Chaos theory, Chaotic logistic map, CEPSO, 
Load frequency control, Non-linear constraints, Steady 
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1. INTRODUCTION 
 
For good quality of electric power and successful operation, 
an interconnected power system must match the total 
generation with the load demand plus system losses. In 
power system operation, load frequency control (LFC) is an 
efficient control mechanism for minimizing the mismatches 
between generation and demand and supplying reliable and 
good quality of electric power [1]. The main objectives of the 
LFC are to maintain the frequency and tie-line power at 
nominal and specified values by making zero steady state 
error (SSE) and provide good damping characteristic by 
generating lowest overshoot (Mp) and settling time (ts). 

 
In recent past, several control strategies had been applied 

to solve the LFC problems in order to get the better steady 
state and transient performance of the power system. 
Among the various control strategies, the classical PI control 
[1] and advance control methodologies such as optimal, 
robust and adaptive methods [2-5] had been used over the 
years to address the LFC issues. It has been observed from 
the literature [1-6] that these controllers are model specific,  

applicable only for specific type of disturbance and enhance 
the system order which in turn increases the complexity of 
the power system. Moreover, these model based controllers 
are unable to provide satisfactory performance in the 
presence of physical security constraints like generation rate 
constraint (GRC), governor dead band (GDB) and time delay 
(TD). Therefore, the soft computing based intelligent 
controllers which have superior robust and adaptive 
capability compare to conventional controllers had been 
employed for the design of LFC problems. The popular fuzzy 
logic control, genetic algorithm and artificial neural network 
were successfully used to design the control parameters of 
the LFC system and are presented in [6-9].  In recent years, 
the powerful PSO and its different forms were widely used 
for optimization of the complex LFC problems [10-12]. The 
convergence of PSO was improved by developing 
exponential PSO (EPSO) [13] algorithm where inertia weight 
was made adaptive with the iteration.  However, PSO 
sometimes fails to produce expected result due to poor 
diversity. This drawback was overcome by introducing chaos 
with PSO and a competent technique Chaotic PSO was 
developed and efficiently utilized for different optimization 
problems [14-15]. Recently, the design of LFC were carried 
out by newly developed soft computing techniques and their 
hybrid forms like bacteria foraging optimization algorithm 
(BFOA), differential evolution (DE), artificial bee colony 
optimization (ABCO), teaching learning based optimization 
(TLBO), BAT algorithm, hybrid fire fly-pattern search (FF-
PS) algorithm,  bacteria foraging optimization algorithm-
pattern search (BFOA-PS) algorithm [16-22], to name a few,  
with or without considering the security constraints. In most 
of the discussed control strategies, the design of LFC was 
executed by neglecting the non-linear practical security 
constraints (GRC, GDB and TD) by part or full. The design 
was carried out by taking simple linear model with same 
type of generator for all the connected areas. Moreover, in 
most of the research works, identical parameter values were 
considered for all the connected generators of different 
control areas to make the analysis easier. But this should not 
be done otherwise such design will face difficulty during 
physical implementation. So, the actual design of LFC system 
will be obtained by considering different type of generating 
units with different parameter values and practical security 
constrained must be considered fully. 

 
The physical constraints play a crucial role for 

determining the actual dynamic performance of the power 
system. These constraints affect the steady state and 
transient performance by changing SSE, Mp, ts and also 
control the stability of the whole system. In this work, a new 
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practical LFC model is developed by taking different 
generating units with different system parameter and all 
practical limitations. First time, a new chaos based EPSO 
algorithm (CEPSO) is proposed for the LFC of security 
constrained two area multi-unit hydro thermal inter-
connected power system. To obtain quick convergence and 
best solution, a novel and logical cost function is formulated 
by considering multiple objectives like area control error 
(ACE), SSE and Mp with tuned weighting factors. The results 
of the proposed algorithm are compared with other nature 
inspired algorithms such as EPSO [13], BFOA [16] and DE 
[17]. The performance comparison shows that CEPSO with 
developed cost function gives best result because of its 
superior convergence capability. 

 

2. LFC MODEL 
 
In an inter-connected power system the different control 
areas are connected via tie-line which controls the power 
sharing between them. The sudden change of electric load 

occurs due to momentarily change of power by the 
consumers or due to disturbances. This result in load-
generation mismatches which affects the steady state 
frequency and tie-line power flow. To maintain the steady 
condition, LFC becomes active and generate proportionate 
signal for the connected generators according to their 
participation factors. In each control area, a suitable 
controller is connected to facilitate the LFC action. The 
controller input is the area control error (ACE) which is the 
linear combination of frequency deviation and tie-line power 
deviation 

tieP [1]. 

 

j j j tieACE B f P                                    (1) 

 
where j = (1, 2), represent the area number, B = Frequency 
bias factor and Δf = Frequency deviation. The normal 
operating condition of the power system i.e. zero steady 
state frequency and tie-line power deviation is maintained 
by making ACE to zero through LFC. 

 

 
Fig - 1: Transfer function model of two area interconnected realistic power system 

 
In this paper, the practical model is developed by 
considering the basic physical constraints such as GRC, GDB 
and TD. The GRC is defined by the rate at which the 

generating unit output is changed.  The GRC of non-reheat, 
reheat and hydro unit is in the order of 5-10%/minute, 
3%/minute and 100% maximum continuous rating 
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(MCR)/minute respectively. The speed GDB is defined as the 
total magnitude of the steady state speed change within 
which there will be no change in the governor controlled 
valve position. Dead band generally expressed in percent of 
the rated speed/frequency. For steam and hydro turbine, the 
GDB are 0.06% and 0.02% of nominal frequency, 
respectively. The time delay of the communication channel 
in power system must be cater in proper way otherwise it 
would degrade the stability of the whole system. A time 
delay of 2 sec. has been considered for this study. To get 
physically implementable design, three distinct power 
generating units such as non-reheat, reheat and hydro units 
have been considered for each control area.  The system 
parameters of each generator are also taken different to get 
accurate design of the LFC system. The transfer 
function/SIMULINK model of the power system is given in 
Fig. 1 and the parameter values are given in appendix A. 
According to demand, the connected generators produce 
power according to their participation factors. The 
participation factors of non-reheat, reheat and hydro 
generators are taken as 0.3, 0.5 and 0.2 respectively for both 
the areas. 

 

3. COST FUNCTION 
 
In this paper, an intelligent control technique to solve LFC 
problem is presented. The goal of the proposed technique is 
to regulate the frequency and tie-line power in such a 
manner, so as to maintain the same performance in changing 
operating conditions. A logical cost function (v) is formulated 
to obtain quick convergence and true global solution. First 
time, along with ACE, the steady state and transient response 
specifications such as SSE and Mp have been used to develop 
the cost function for achieving the best steady state and 
transient performances. Suitable choice of response 
specifications and weighting factors are highly necessary to 
attain the desired result. In this work, the primary objective 
is to minimize SSE to zero. The target value of SSE is taken as 
10-4 i.e. it will be assumed that the desired result is achieved 
if SSE becomes less than 10-4. The weighting factors of the 
other specifications will be equivalent to SSE. By considering 
this concept, the weighting factor of each specification of ‘v’ 
is determined. Thus, a novel cost function as eqn. (2) is 
derived which is never been used earlier. 

 
0.1j j j pjv E SSE M                                        (2) 

 
where MP = Maximum overshoot, SSE = Steady state error of 
the output frequency, E = Square integral of ACE. 

 

4. PROPOSED ALGORITHM 
 
Evolutionary computation algorithms are not model specific, 
robust, adaptive and can perform well in presence of 
disturbance for both linear and non-linear systems. 
Nowadays, these algorithms are widely used to solve the LFC 
problems. In this paper, chaotic exponential PSO algorithm is 
used to solve the proposed practical LFC model. 

 

4.1 Exponential PSO (EPSO) Algorithm 
 

The PSO is a population based evolutionary computation 
algorithm, introduced by Kennedy and Eberhart in 1995. The 
algorithm starts with a set of randomly generated particles. 
Every particle updates their flight paths in accordance with 
its own flight experience and best position of its companions 
to achieve the global solution. The velocity and position of 
the particle are updated according to the following 
equations. 

 

1 1 2 2( ) ( )k k k k k

i i i i i i iv w v c d pbest x c d gbest x          (3) 
k k k

i i ix x v                                                   (4) 

 
where vi

k, xi
k, pbesti

k are the velocity, position and current 
best position of the ith particle at kth iteration. gbesti denotes 
the global best position of the whole particle up to the 
present iteration. d1, d2 are the random numbers in the range 
[0, 1] and c1, c2 are the positive constant called constriction 
factors. wi is the inertia weight for the velocity of ith particle 
and is obtained by w= wmin + rand ()/2. The performance of 
PSO is depends on vi

k, (pbesti
k - xi

k), (gbesti - xi
k) and these 

three parts are controlled by constriction factors and inertia 
weight. Because of this reason, these control parameters 
play crucial role in the PSO convergence process. In this 
problem, c1 = c2  = 1.44445 are proposed. 
 

4.1.1 Exponential Inertia Weight 
 

In PSO, inertia weight is a key influential parameter 
which maintains the balance between global exploration and 
local exploitation. Large w enhances the exploration but 
increases the convergence time. On the other hand, low w 
facilitates quick convergence but leads to local optimal 
solution. To overcome this drawback, w is made adaptive 
where high value of w at initial search facilitates the global 
exploration. After that w gradually decreases and enhances 
the local exploitation capability to achieve the global 
optimum solution. For suitable variation of w, a non-linear 
function (5) is developed where it varies exponentially with 
the generation 

max min 1

2

1
( ) ( ) exp

1

w k w w p
k

p
K

 
 
   
  
   

  

             (5) 

where wmax, wmin are the maximum and minimum value of w; 
p1, p2 are the control factors; k = current iteration and K = 
maximum number of iteration.  The above function gives 
large w at beginning and small w at the end to achieve 
desired optimum solution. The two important control 
parameters p1 and p2 must be chosen properly for 
maintaining the balance between global exploration and 
local exploitation. The new w is dependent on current 
iteration, maximum iteration and is formulated in a 
particular manner to maintain the proper convergence 
characteristic. 
 
 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 05 Issue: 01 | Jan-2018                       www.irjet.net                                                                 p-ISSN: 2395-0072 

 

© 2017, IRJET       |       Impact Factor value: 6.171       |       ISO 9001:2008 Certified Journal       |   Page 804 
 

4.2 CEPSO Algorithm 
 

For the non-linear LFC model, the performance of EPSO 
algorithm is not satisfactory and it sometimes may suffer 
from local optima. The performance of EPSO is improved by 
introducing chaotic dynamics because it has the ability of 
increasing the population diversity. Chaos is the 
characteristic of non-linear system with deterministic 
dynamic behavior that has ergodic and stochastic properties, 
random and unpredictable. It is very much sensitive to 
parameter used, parameter variation and initial condition. 
Nowadays, chaos has been widely used in many optimization 
problems because of its powerful convergence capability. In 
an optimization problem, chaos variables are introduced as 
disturbance variable to the main variable and generated by 
chaotic logistic map. In this work, a new algorithm i.e. chaos 
base EPSO i.e. CEPSO is developed by combining chaotic local 
search (CLS) and EPSO. 

 

4.2.1 Chaotic Logistic Map 
 

In the proposed chaotic optimization, the following 
logistic equation is used to generate the chaos variables [14]. 

 
1 [1 ]k k k

i i im m m   ,        (0,1)k

im                  (6) 

 
where m = n-dimensional vector 

1 2 3( , , ....... )nm m m m  and mi
k  

lies in the range (0, 1), µ is the control parameter which 
stabilizes the chaotic variables and belongs to [0, 4],  i =1, 2, 
3…n, k = iteration number. The chaotic behavior of equation 
(6) is governed by µ.  The complete chaotic behavior is 
obtained for µ = 4. For this reason, µ is taken as 4 in this 
paper. The initial value of m (mi

0) belongs to (0, 1) but mi
0 

does not equal to (0, 0.25, 0.5, 0.75, 1). 
 

4.2.1 Chaotic Local Search (CLS) 
 

CLS is incorporated in the developed algorithm to avoid 
the local minimum solution. The local exploitation capability 
of the proposed algorithm is improved by CLS to obtain the 
global optimum solution. CLS is based on the logistic eqn. (6) 
which is sensitive on initial conditions. 
 
The detail steps of CLS for the minimization problem are 
enumerated as follows: 
 
Step 1: Determine the lowest and highest cost function 

values and the corresponding particles ( min,

k

ix ) and ( max,

k

ix ), 

i=1,2,3…n  among the whole population set at kth iteration. 
 
Step 2: For kth iteration, evaluate the chaotic variable mi

k ∈ 
(0, 1) using the following equation 

 

min,

max, min,

k k

i ik

i k k

i i

x x
m

x x


                                               (7) 

 
Step 3: For the next iteration, calculate the chaotic variables 
mi

k+1 using the logistic equation (6). 

 
Step 4: Using the chaotic variables, evaluate the decision 
variables for the next iteration from the equation: 

 

 
Step 5: Calculate the new solution using decision variables 
xi

k+1. 
 

5. LFC USING CEPSO ALGORITHM 
 
The primary objectives of the proposed design methodology 
are to achieve zero SSE, minimum overshoot, lowest settling 
time and stable operation for the developed power system 
model. PID controller, being the most efficient industrial 
controller, is used to facilitate this result. Since two different 
control areas are considered in this study, two different PID 
controllers are required. The improved steady state and 
transient performance can be achieved by proper design of 
 

 
 

                                                (8)  1 1k k k

i i ix x m

Fig – 2: Flow chart of CEPSO 
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Kp, Ki and Kd   for both the areas. In this problem, the control 
gains are treated as decision variables (particles). A novel 
CEPSO algorithm is uniquely used to design the control gains 
properly. From literature, it is found that the proposed 
algorithm has never been used so far to solve the LFC 
problem. For quick convergence, the particles are initialized 
within a specified practical range. Range selection is 
important otherwise it will aggravate the convergence 
problem. The practical range of control parameters for the 
proposed model is obtained as -2 to 2. The Simulink model of 
the power system model is given in Fig. 1 where a step load 
change of 0.1 (∆PL = 0.1) is considered at area 1. The 
simulation process is complicated in this case because of the 
complex and non-linear characteristic of the given power 
system model. The pbest and global solution gbest are 
obtained using the developed CEPSO algorithm. The detail 
steps of CEPSO algorithm for LFC are given in Fig. 2.  

 

6. RESULTS AND DISCUSSION 
 
The performance of EPSO, BFOA, DE and CEPSO algorithm is 
tested using MATLAB 7.1 with a PC of 2GB RAM, Core i5 
processor and 2.5 Ghz clock speed. In this section, a 
performance comparison between different applied 
algorithms is carried out to validate the superiority of one 
algorithm over the others. For this purpose, the tuned values 
of PID control parameters are obtained by performing the 
simulation 30 times for each algorithm. The transient and 
steady state performances of the power system are observed 
using these tuned control parameters. The designed control 
parameters and the corresponding response specifications 
are given in Table 1 and Table 2. The response characteristics 
for different algorithms are depicted in Fig. 3 to Fig. 5. 
 
It is observed from Table 2 and Fig. 3 to Fig. 5 that the 
performance of BFOA and DE is better than EPSO except in 
the case of Mp in tie-line power deviation. EPSO produces less 
Mp in tie-line compare to BFOA and DE. It is also observed 
from the results that the steady and transient performances 
of DE are better compared to BFOA since DE produces less  
SSE, Mp and ts compare to BFOA. The proposed CEPSO based 
control methodology with the uniquely formulated cost 
function produces the best result compare to EPSO, BFOA and 
DE algorithm. The results demonstrate that the PID 
controllers tuned by CEPSO improved the power system 
performance by lessening the frequency and tie-line power 
deviation to almost zero and improving the transient 
performances. This leads to the improvement of stability also.  

 
 

Fig – 3: Frequency deviation of area 1 

 

 
 

Fig – 4: Frequency deviation of area 2 
 

 
 

Fig - 5: Tie-line power deviation 
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Table -1: Tuned Control Gains 
 

 
Table -2: Performance Specification 

 

Algorithm Max. Overshoot (Mp)*10-4 Settling Time[ts (sec)] Steady State Error(SSE)* 10-5 

 Area 1 Area 2 Tie - Line Area 1 Area 2 Tie - Line Area 1 Area 2 Tie - Line 

EPSO [13] 22 25 14 29.84 30.56 28.19 1.9064 1.9273 1.9356 

BFOA [16] 16 18 18 28.91 30.51 38.26 1.8584 1.8331 1.7786 

DE [17] 10 10 17 28.28 27.88 28.06 1.8052 1.7905 1.7013 

CEPSO 4.23 4.72 9.88 20.17 20.37 27.68 1.7431 1.7624 1.6479 

 
7. CONCLUSIONS 
 
The design and analysis of LFC for two area non-linear 
interconnected multisource power system using different 
evolutionary algorithms is presented in this study. In each 
area, three distinct and most popular power generating units 
such as non-reheat reheat and hydro generation units with 
real time system parameters are considered to develop the 
power system model. The parameter values of all generating 
units are taken different to get the practical design. For 
achieving faster convergence and desired dynamic 
performance of the power system, an exclusive cost function 
is formulated by considering important transient and steady 
state performance specifications like SSE, Mp and ACE. In this 
work, a new CEPSO algorithm is developed by combining 
EPSO and chaos theory to obtain the best steady state and 
transient performance of the power system. In this newly 
developed algorithm, the chaos variables are generated in 
such a way that the diversity of the optimization variables be 
maintained properly and true optimal control gains are 
achieved. A comparison study between CEPSO and other 
efficient algorithms like EPSO, BFOA and DE is carried out. 
The simulation results prove that the proposed CEPSO 
algorithm gives the best steady state and transient 
performances compare to others. The CEPSO produces the 
excellent damping performance and provides more stability 
compare to EPSO, BFOA and DE. Due to its simplicity and 
excellent convergence capability, CEPSO can be easily 
applied to other complex engineering problems. 
 

APPENDIX 
 
A. The typical values of the system parameters are given 
bellow: 

Area 1/Area 2: Nonreheat - Time Constant of Governor (Tg) 
= 0.07s/0.08s; Turbine Time Constant (Tt) = 0.4s/0.3s; Droop 
(R1)= 2.6 Hz/pu MW/2.8 Hz/pu MW; Generation Rate 
Constraint (GRC) = 0.00167 pu/s/0.00167 pu/s (10% pu 
MW/min); Governor Dead Band (GDB) = 0.0006 pu/0.0006  

 

pu (0.06% of f); Participation Factor (α1) = 0.3/0.3. Reheat - 
Time Constant of Governor (Tg)= 0.06s/0.08s; Turbine Time 
Constant (Tt)  = 0.36s/0.42s; Reheat Constant of Turbine (Krh) 
= 0.3/0.5; Reheat Time Constant of Turbine (Trh) = 7s/10s; 
Droop (R2) = 2.6 Hz/pu MW/2.8 Hz/pu MW; Generation Rate 
Constraint (GRC) = 0.0005 pu/s/0.0005 pu/s (3% pu 
MW/min); Governor Dead Band (GDB) = 0.0006 pu/0.0006 
pu (0.06% of f); Participation Factor (α2) = 0.5/0.5. Hydro - 
Governor Time Constant (Tg)= 0.4s/0.2s; Water Time 
Constant (Tw) = 1s/2s; Time Constant of the Hydro Governor 
(T2) = 28.75s/68.8s; Reset time of hydro governor (Tr) = 
5s/8s; Droop (R3) = 2.6 Hz/pu MW/2.8 Hz/pu MW; 
Generation Rate Constraint (GRC) = 0.0167 pu/s/0.0167 pu/s 
(100% MCR/min); Governor Dead Band (GDB) = 0.0002 
pu/0.0002 pu (0.02% of f); Participation Factor (α3) = 
0.2/0.2. Frequency bias factor (B) = 0.425 p.u.MW/ Hz/0.380 
p.u.MW/ Hz. Load & Machine - Time Constant (Tp) = 
4.125s/7.3s; Gain (Kp) = 24.75 Hz/pu MW/43.8 Hz/pu MW; 
Frequency (f) = 60 Hz/ 60 Hz; Power Capacity = 1800 
MW/1200 MW. 

B. The algorithm parameters are as follows: 

(1) EPSO and CEPSO: Constriction factors, c1 = c2 = 1.44445, 
maximum inertia weight (wmax) =0.95, minimum inertia 
weight (wmin) = 0.4, p1 = 0.2, p2 =7. (2) BFOA [16]: No. of 
bacteria = 10, no. of chemotatic steps = 10, no. of 
reproduction steps = 4, no. of elimination and dispersal 
events = 2, probability of elimination and dispersal = 0.25. 
(3) DE [17]: Population size = 50, iteration number = 100, 
mutation scale factor (F) = 0.8, crossover rate (CR) = 0.8. 
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