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Abstract: A large number of researchers have advised the 
artificial neural network technique for forecasting of load. 
This paper studies the technique for load forecasting using 
two training algorithms and comparing their applicability 
and efficiency. For this purpose, a literature survey was 
conducted. Most of the algorithms are based on the Multiple 
Layer Perceptron (MLP). The results are good but it can be 
improved. So an equally popular adaptive algorithm – the 
least mean square (LMS) algorithm was used. By using the 
LMS algorithm the error rate was decreased and the results 
improved. 
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1. INTRODUCTION 
 
The concept of the artificial neural network was derived 
from the fact that the human brain computes in a different 
manner from the computers. The brain is a highly complex 
and parallel information processing system. The brain can 
perform certain computations many times faster than the 
most advanced and fastest digital computers existing 
today. A machine that is designed to model the way in 
which the brain performs a particular function is termed 
as neural network. Implementation of this network is 
performed by using electronic components or is 
stimulated in software on a digital computer. A neural 
network is a massively parallel distributed processor. It is 
made up of simple processing units, which has a natural 
propensity for storing experimental knowledge and 
making it available. The procedure used to perform the 
learning process is called learning algorithm. The function 
of the learning algorithm is to modify the synaptic weights 
of the network in an orderly manner to attain a desired 
design objective.   
 

1.1   History of  ANN 
 

Artificial neural network is a recent development. Many 

important developments have been boosted by use of 

inexpensive computer emulations. Initially the field 

survived a period of frustration and disrepute. Minsky and 

Papert, published a book (in 1969) in which they 

mentioned a general feeling of frustration against the 

neural network field . In the present era the field has 

developed a good interest and the funding is also 

increased. The first artificial neuron was developed by the 

neurophysiologist Warren McCulloch and the logician 

Walter Pits in 1943. 

 

2.  LOAD FORECASTING 

Load forecasting is one of the important functions in 
power systems operation. The electricity cannot be stored 
that’s why for the efficient utilization the estimate of the 
future demand is essential. Knowledge of the demand 
helps in management of the production and purchase of 
the electricity. Load forecasting methods can be divided 
into long-term, medium-term and short-term models. This 
work is based on the short-term load forecasting. This 
paper studies the applicability of two different training 
algorithms on short term load forecasting. 
 

2.1  ANN  MODEL 
 

 

Figure 1. Model Of ANN 

2.2 LEARNING PROCESS 
 
The purpose of learning rule is to train the network to 
perform some task. They fall into three broad categories:  
 
1. Supervised learning  
 
The learning rule is provided with a set of training data of 
proper network behavior. As the inputs are applied to the 
network, the network outputs are compared to the targets. 
The learning rule is then used to adjust the weights and 
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biases of the network in order to move the network 
outputs closer to the targets. 
 
2. Reinforcement learning  
 
It is similar to supervised learning, except that, instead of 
being provided with the correct output for each network 
input, the algorithm is only given a grade. The grade is a 
measure of the network performance over some sequence 
of inputs.  
 
3. Unsupervised learning  
 
The weights and biases are modified in response to 
network inputs only. There are no target outputs available. 
Most of these algorithms perform some kind of clustering 
operation. They learn to categorize the input patterns into 
a finite number of classes. 

 
3. FLOW CHART 
 

 
Figure 2. Flow Chart 

4. TRAINING 

 
 

Figure 3. Neural Network Training GUI in MATLAB 

 
5. SIMULATION RESULTS 
 
The inputs were fed into our Artificial Neural Network 
(ANN) and after sufficient training were used to predict 
the load demand. For our Neural Network model we used 
a Multi Layer Perceptron (MLP) network with a single 
hidden layer. The output graph obtained between the 
actual load and predicted load is shown in figure 4. 
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Figure 4. Actual v/s Predicted Load 

The output graph obtained between actual load and 
forecasted load is shown in figure 5. 
 

 

Figure 5. Actual v/s Forecasted Load 

The mean absolute percent error (MAPE) for this 
algorithm comes out to be 11.424 %. 
When the least mean square (LMS) algorithm is used the 
efficiency of the system increased. The output graph 
obtained between actual load and forecasted load is shown 
in figure 6. 

 
Figure 6. Actual v/s Forecasted Load 

 

6. CONCLUSION 
 
ANN models are a very useful tool for short term load 
forecasting. These models have shown good results in load 
forecasting. Study in a comparative manner of both the 
algorithms shows that the MLP algorithm is less promising 
than the LMS algorithm. Its forecasting reliabilities were 
evaluated by computing the mean absolute error between 
the exact and predicted values. The mean absolute percent 
error (MAPE) in case of LMS algorithm comes out to be 
2.64 % which is a good result and represent a high degree 
of accuracy. The results suggest that ANN model with the 
developed structure can perform good prediction with 
least error and finally this neural network could be an 
important tool for short term load forecasting. Future 
studies on this work can incorporate additional 
information (such as customer class and season of the 
year) into the network so as to obtain a more 
representative forecast of future load. Network 
specialization (i.e. the use of one neural network for the 
peak periods of the day and another network for the hours 
of the day) can also be experimented upon. 
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