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Abstract - Speech enhancement is a technique which is used 
to reduce the background noise present in the speech signal. 
The noises are additive noise, echo, reverberation and speaker 
interference. The aim of the proposed method is to reduce the 
background noise present in the speech signal by using 
compressive sensing. The goal of compressive sensing is to 
compress the speech signal at transmitter and decompress it 
at the receiver from far less samples than the nyquist rate. In 
this work, a speech signal is taken and then it is compressively 
sampled using a measurement matrix which in case is 
composed of randomly generated numbers. The output of the 
compressed sensing algorithm is the observation vector which 
is transmitted to the receiver. At the receiver section, signal is 
reconstructed from a significant small numbers of samples by 
using l1- minimization. MATLAB simulations are performed to 
compress the speech signal below the nyquist rate and to 
reconstruct it without losing any important information. 

Key Words: Speech enhancement, Compressive sensing, 
DCT, l1 –minimization, Measurement matrix. 

1. INTRODUCTION 

In recent years, various signal sampling schemes have been 
developed. However, such sampling methods are difficult to 
implement. So before sampling the signal it should have 
sufficient information about the reconstruction kernel. The 
emerging compressive sensing theory shows that an 
unevenly sampled discrete signal can be perfectly 
reconstructed by high probability of success by using 
different optimization techniques and by considering fewer 
random projections or measurements compared to the 
Nyquist standard. Amart Sulong et al proposed the 
compressive sensing method by combining randomized 
measurement matrix with the wiener filter to reduce the 
noisy speech signal and thereby producing high signal to 
noise ratio [1].  Joel A. Tropp et al demonstrated the 
theoretical and empirical work of Orthogonal Matching 
Pursuit (OMP) which is effective alternative to (BP) for 
signal recovery from random measurements [2]. Phu Ngoc 
Le et al proposed an improved soft – thresholding method 
for DCT speech enhancement [3]. Vahid Abolghasemi 
focused on proper estimation of measurement matrix for 
compressive sampling of the signal [4]. 

 2. Compressive sensing 
 
Compressive sensing involves recovering the speech signal 
from far less samples than the nyquist rate [8]. Fig.1 shows 
the basic block diagram of compressive sensing. Initially, the 
signal is sampled using nyquist rate, whereas with the help 
of compressive sensing the signal is sampled below the 
nyquist rate [5]. The signal is transformed into a domain in 
which it shows sparse representation. Then the signal is 
transmitted and stored in the channel by the receiver side 
[13].  

 

Fig.1 Basic block diagram of compressive sensing 
 
Finally the signal is reconstructed from the samples by using 
one of the different optimization techniques available. 

 
3. Noizeus Corpus 

 
Thirty sentences from the IEEE sentence database (IEEE 
Subcommittee 1969) were recorded in a sound-proof booth 
using Tucker Davis Technologies (TDT) recording 
equipment [12]. The sentences were produced by three male 
and three female speakers. The sentences were originally 
sampled at 25 kHz and down sampled to 8 kHz and eight 
basic noise signals under different environmental conditions 
are taken from the AURORA database [9]. It has the 
recordings from different places like Babble, Car, Exhibition 
hall, Restaurant, Street, Airport, Train station and Train.  
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4. Proposed Method for Speech 
Enhancement Using Compressive Sensing 
algorithm 
 
The proposed speech enhancement algorithm using 
compressive sensing is illustrated in Fig.2 
Analysis filter bank uses gammatone filter due to its 
resemblance to the shape of human auditory filters. Then 
discrete cosine transform is chosen due to its simplicity. 
Subband modification is applied to produce subband 
coefficients for analysing the speech signal. On synthesis 
side, for solving convex optimization of compressive sensing, 
the gradient projection of sparse reconstruction algorithm is 
used [1]. Higher the processing power, higher is the quality 
of the signal synthesized. 
 

 

 
 

Fig.2 Flowchart for Proposed Speech Enhancement 
Algorithm 

 

 
 
 

5. Measurement Matrix 
 
A random matrix is a matrix with random entries. A random 
matrix (sometimes stochastic matrix) is a matrix-valued 
random variable, in which some matrix or all of whose 
elements are random variables.  
                            y = Φx = ΦΨα                               (1) 

Where,    Φ is a M N measurement matrix with each row be 

a measurement vector  

                α is the coefficient vector with K non zeroes element. 
The measurement matrix plays a major role in the process of 
recovering the original signal.  In compressive sensing there 
are two types of measurement matrices namely, random 
measurement matrix and the predefined measurement 
matrix [14]. 
 

   subject to Φx= y              (2) 

which is also known as basis pursuit (P1).  

=                       (3) 

It is otherwise known as Taxicab norm Manhattan norm [2]. 
The distance obtained from this norm is called the 
Manhattan distance or l1 distance.  

6. Optimization Techniques 

Signal reconstruction plays an major role in compressive 
sensing theory where the signal is reconstructed or 
recovered from a less number of measurements [4]. By using 
optimization techniques it is possible to recover the signal 
without losing the information at the receiver. 
 

6.1. l1 Minimization 

l1 minimization is   used to solve the under determined 
linear equations or sparsely corrupted solution to an over 
determined equations [11].  

 

7. Conventional Thresholding   

In the proposed method soft thresholding is followed due to 
its advantages [3].The soft thresholding is defined as 
 

Ysoft =  
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8.   Experimental Results and Discussions 

8.1.  Input Speech and Noise Representation in 
Time Domain 

The sample sentence is   “Clams are small, round, soft and 
tasty” 

(i). Enhanced Output from Babble Noise (0db) 

The enhanced output from babble noise is shown in the Fig.4 
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(c) 
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(d) 

Random Measurement matrix

 

 

500 1000 1500 2000

100

200

300

400

500

600

700

800

-0.1

-0.05

0

0.05

0.1

 

(e) 

0 100 200 300 400 500 600 700 800
-0.1

-0.05

0

0.05

0.1

0.15
Observation Vector

 

(f) 

Fig.4 Enhanced Output From Babble Noise at (0db) (a) Clean 
Speech (b) Noisy Speech (c) Applying DCT (d) Thresholding 
(e) Random Measurement Matrix (f) Output for Compressive 
Sensing 

Figure 4, shows input clean speech signal in (a) and then 
adding clean speech and babble noise at 0db which is 
composed of 2000 samples in (b), The recorded speech 
signal goes through DCT which transforms the   sequence of 
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real data points into real spectrum and is shown in (c). The 
threshold window is then applied to eliminate the small 
coefficients as shown in (d). Threshold spectrum is 
multiplied by measurement matrix which is composed of 
randomly generated numbers as shown in (e), and then 
compressive sensing algorithm is used in (f). 

Table 1: Amount of signals compressed by using signal 
parameters 

NOISE SIGNAL 

AT DIFFERENT 

(DB) 

LENGTH 

OF THE 

SIGNAL 

(L) 

THRESHOLD 

WINDOW 

UL                 LL 

COMP

ESSED 

SAMP

LE(K) 

ERRO

R(%) 

COMPRES

SION(%) 

(K/L) 

 

Babble 

0db 2000 0.04 -0.06 

800 

0.1089  

40% 

 

5db 2000 0.04 

0.04 

 

-0.06 

-0.06 

 

0.1361 

 
10db 2000 0.04 

 

-0.06 

 

0.1931 

15db 2000 0.04 

 

-0.06 0.1821 

Airport 

0db 2000 0.04 

 

-0.06 

 
 

800 

0.1037 

 

40% 

5db 2000 0.04 

 

-0.06 

 

0.1900 

10db 2000 0.04 

 

-0.06 

 

0.1777 

15db 2000 0.04 

 

-0.06 

 

0.1975 

Car 

0db 2000 0.04 

 

-0.06 

 
800 

0.0795 

40% 
5db 2000 0.04 

 

-0.06 

 

0.1738 

10db 2000 0.04 

 

-0.06 

 

0.2193 

15db 2000 0.04 -0.06 0.1963 

 

Table 2: Amount of signals compressed by using signal 
parameters 

NOISE SIGNAL 
AT DIFFERENT 

(DB) 

LENGTH 
OF THE 
SIGNAL 

(L) 

THRESHOLD 
WINDOW 

UL                   LL 

COMP
RESSE
D 
SAMPL
E(K) 

ERRO
R (%) 

COMPR
ESSION(

%) 
(K/L) 

Babble 

0db 2000 0.04 

 

-0.06 

  

800 

0.1047 

 

40% 

5db 2000 0.04 

 

-0.06 

 

0.0802 

10db 2000 0.04 

 

-0.06 

 

0.0810 

15db 2000 0.04 

 

-0.06 

 

0.1179 

Airport 

0db 2000 0.04 

 

-0.06 

  

800 

0.0835  

 

40% 

5db 2000 0.04 

 

-0.06 

 

0.0708 

10db 2000 0.04 

 

-0.06 

 

0.0608 

15db 2000 0.04 

 

-0.06 

 

0.0693 

Car 

0db 2000 0.04 

 

-0.06 

 

 

 

800 

 

 

0.1273 

 

40% 

5db 2000 0.04 

 

-0.06 

 

0.0717 

10db 2000 0.04 

 

-0.06 

 

0.0568 

15db 2000 0.04 -0.06 0.0746 

 

 

From Table 1, it is observed that for babble noise with noise 
level as 5db, length of the signal as 2000, threshold window 
from 0.04 to -0.06 and compressed samples as 800, the error 
is 13.61% and compression is upto 40%. From Table 2, it is 
observed that for babble noise with noise level as 5db, length 
of the signal as 2000, threshold window from 0.04 to -0.06, 
and compressed samples as 800, the error is 8.02% and 
compression is upto 40%.  

Table 3:  Amount of Signals Compressed by using Signal 
Parameters 

NOISE SIGNAL 
AT DIFFERENT 
(DB) 

LENGTH 
OF THE 
SIGNAL 

(L) 

THRESHOLD 
WINDOW 

 UL                 LL              

COMP
RESSE
D 
SAMPL
E(K) 

ERROR 
(%) 

COMP
RESSIO
N(%) 
(K/L) 

Babble 

0db 2000 0.04 

 

-0.06 

 800 

0.0866 

40% 
5db 2000 0.04 

 

-0.06 

 

0.0863 

10db 2000 0.04 -0.06 0.1009 

15db 2000 0.04 

 

-0.06 

 

0.0887 

Airport 

0db 2000 0.04 

 

-0.06 

 800 

0.0894 

40% 
5db 2000 0.04 -0.06 0.0767 

10db 2000 0.04 

 

-0.06 

 

0.0939 

15db 2000 0.04 -0.06 0.0834 

Car 

0db 2000 0.04 -0.06 

800 

0.1410 

40% 
5db 2000 0.04 

 

-0.06 

 

0.0995 

10db 2000 0.04 

 

-0.06 

 

0.0879 

15db 2000 0.04 -0.06 0.0967 

 

From Table 3, it is observed that for babble noise with noise 
level as 5db, length of the signal as 2000, threshold window 
from 0.04 to -0.06, and compressed samples as 800, the 
error is 8.63% and compression is upto 40%.  

9. Conclusion and Future Scope 

During the design process, this module went through 
different tests and analysis in order to find the most 
adequate optimization technique to reconstruct the speech 
signal with few random measurements without losing the 
information. For simulation purposes, code was created in 
order to compress and transmit the speech signal below the 
Nyquist rate by taking only a few measurements of the 
signal.  As a result, it shows that by keeping the length of the 
signal (L) and threshold window (Th) constant we can 
achieve the desired compression of the signal by making the 
signal sparse (K) to a certain amount which in turn increases 
the data rates. After multiple simulations, it was found that 
the system worked as expected and the speech signal was 
reconstructed efficiently with a minimum error.  
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The speech signal was reconstructed without losing 
important information that leads to increase in data rate. 
Some of the future works are as follows. Different 
transformations need to be tested in order to find the most 
efficient one for this application. A measurement matrix that 
will be optimum for speech signals is to be designed.  The 
proposed method has to be tested with other existing 
methods to prove its efficiency. 
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