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Abstract— The elements that characterize execution of a specific usage incorporate the engineering design, number of pipelines
and memory bandwidth. Present mathematical model based on above factor is used for calculation of pipelined ASIC accelerators
computational time. Linear algebra computation are the main contributors to that of total execution time as they are used for
many compute intensive application. Since many combinational implementations are not feasible as their number of operating bits
continue to increase so pipelined architecture has been designed for moving data swiftly. We have performed the ASIC
implementation comprising of code coverage, floorplan, routing and placement.
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1.INTRODUCTION

The core of these applications is frequently made out of linear algebra based math calculations, for example, dot product,
matrix-matrix multiplication [1], matrix-vector multiplication [2], matrix inverse and matrix decomposition. The model
parameters for this architecture is used and defined to calculate time of execution. The mathematical model is going to be based
on the factors such as number of pipelined used and memory bandwidth limitations. We have performed the ASIC [4]
implementations of the modules using the Verilog [3] code and synthesizing it for obtaining the floorplan.

2.DOT PRODUCT
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Fig -1: Dot product presentation

Here the pipeline [4] structure is defined as two multipliers and an adder that is able to calculate the dot product of two
element vectors. For vectors of size N the number of pipeline used is N/2 and the number of iteration required is 1. For
example, a computation using 8 element vectors will require 4 pipelines and will compute the swift operation in one iteration
only. Then, the results of the multiplications are accumulated in an adder tree. Although adding more pipelines allows more
work to be done in parallel. These additional adders will increase the overall latency of the architecture.
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3. MARTRIX - VECTOR MULTIPLICATION
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Fig -2: Pipelined Architecture

Adj -

=gj Pipeline —Yi
Adj

xj Pipeline Yit1

A
N Pipeline I—YiJrn
=j :|

Fig -3: Multiple pipeline structure

The matrix-vector multiplication architecture defines a pipeline as a single multiply accumulate (MAC) unit [2]. The matrix
operands be utilized once, yet the vector values can be used again if put away locally. We assume that these vector values are
stored in a single on-chip memory accessible to every pipeline. With a specific end goal to spare memory exchange speed the
vector value is secured until all multiplication using it are finished as shown in. Since each element in the vector will be
multiplied by an element in every row of the matrix, the quantity of [terations required to finish the figuring of a single value in
the resulting vector is M for M x N matrices. This design performs best with one pipeline for each component in the vector to
finish the outcomes in parallel. This will require N pipelines, or N Uses of a single pipeline. Shows the organization of multiple
pipelines. Every use of a pipeline produces one impetus in the consequent vector. If there are less pipelines than the size of the
output vector, some pipelines will compute multiple values in the resulting vector.

4. MATRIX -MATRIX MULTIPLICATION
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Fig -4: Matrix multiplication architecture

In mathematics, matrix multiplication is abinary operationthat takes a pair of matrices, and produces another
matrix. Numbers such as the real or complex numbers can be multiplied according to elementary arithmetic. On the other hand,
matrices are varieties of numbers, so there is no one of a kind approach to characterize the multiplication of grids. As such, in
general the term "matrix multiplication" refers to a number of different ways to multiply matrices. The key components of any
matrix augmentation incorporate: the number of rows and columns the original matrices have. Similar to the matrix-vector
multiplication architecture, the matrix-matrix multiplication pipeline is composed of a single MAC unit [2]. However, for this
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computation it is not necessary to store the second input (vector value). Standard matrix- matrix multiplication requires N3
operations. For small matrices it is practical to have N2 MACs and require N iterations for the computation to finish. However
as the size of as the matrix develops, this methodology gets to be distinctly unrealistic. We expect that the input matrices can be
broken down into smaller, square basic blocks of dimension D _ D. The reference pipeline architecture performs a full matrix
multiplication of two of these blocks, A and B, in D iterations using D2 MAC units. During one iteration, each element in a
column from matrix A is multiplied by each component in a row from matrix B. This size D is known as the basic block (BB)
size. We assume the input matrices are sized M _ N and N _ P, and block-based multiplication can be performed.

5. SIMULATION RESULTS

5.1.1 Dot product
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5.1.2 Matrix-vector multiplication
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5.1.3 Matrix-matrix multiplication
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5.2 Code coverage

5.2.1 Dot product
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5.3.2 Matrix vector

5.3.2.1 Floor plan
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5.3.2.3 Placement
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6. CONCLUSIONS

Since many combinational implementations are not feasible as their number of operating bits continue to increase so we have
designed pipelined architecture for moving data swiftly. Synthesize outputs along with the 100% code coverage is carried out,
also the placement and routing of cell is implemented.
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