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Abstract - E-commerce refers to the Electronic commerce 
and defined as buying and selling of products over electronic 
systems such as the Internet. With the widespread use of 
Internet, the trade conducted electronically (online) has 
grown extraordinarily. The E-commerce companies have a 
large database of products and a number of consumers that 
use these data. To address this data and information 
explosion, e-commerce stores are applying machine learning 
to identify and customize the product category information. 
Data scientists in this field are utilizing machine learning 
potential to build unmatched competitiveness in the market 
by finding purchase preferences, customer churn and 
product suggestions etc.  Applying popular Machine 
Learning algorithms to huge datasets brought new 
challenges for the ML practitioners as traditional ML 
libraries do not support well processing of large datasets. So 
to address the issue, data and computation can be 
distributed to any Cloud Computing environment with 
minimal effort. Cloud computing paradigm turned out to be 
valuable alternatives to speed-up machine learning 
platforms.  
 
The work, first discusses the machine learning and its 
importance in predictive analytics. Introduction to multiclass 
classification is presented. Few E-commerce classification 
frameworks and need of cloud platforms to analyze ever 
growing E-commerce data is briefly surveyed then. Finally, 
this work proposes the predictive framework for E-
commerce Product Classification which is developed over 
Microsoft Azure Cloud. The proposed framework predicts 
the Product Category in a large E-commerce dataset released 
by a famous e-commerce company for a competition. The 
proposed classifier is build using ‘Multiclass Logistic 
Regression’ by choosing the optimal parameters. The results 
obtained by proposed model are evaluated and presented in 
terms of accuracy. The work also demonstrates the use of 
leading cloud environment for machine learning. The results 
obtained in this research are promising and the dissertation 
also directs the future research work in the field. 
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1. INTRODUCTION  
 
Background – Classification of E-commerce Data 
 
In the present era of communication web is the best medium 
for doing business. The barrier of time and space has been 
break down by online businesses comparing to physical 
shops or office. Big companies around the world are 
realizing that e-commerce is not just a way of buying and 
selling over Internet rather it is helpful in improving the 
competence than other giants in the market. To raise their 
prospective markets, the big companies like Amazon, are 
mounting and starting new ventures in very short span of 
time. So, now each of these companies wants to utilize 
Machine Learning (ML) potential to fabricate unmatched 
competitiveness in the market.  
 
That is why, Data scientists have been in huge demand in E-
Commerce segments. To better understand this evolution, it 
is vital to make acquainted oneself with all the probable 
applications of ML in the E-Commerce business scenario. ML 
has empowered businesses to analyze all queries, whether 
searched or abandoned, from all the users. Predictive 
analytics which is based on machine learning can improve 
sale probability and find customer churn, by analyzing 
customer’s past click-through actions, purchases, 
preferences and history in real-time.  
 
The advancement toward E-Commerce in the Internet has 
produced business policies like e-wallets, which is still not 
available at physical level. Businesses offer more choices to 
consumers by means of E-commerce. Increasing choice, on 
the other hand, has also amplified the amount of data and 
information that consumers must process before they are 
able to choose which objects meet their needs. 
 
In past decade, E-commerce stores employed following 
advertising and marketing strategies: 

 
 Remarketing: E-commerce firms follow individuals 

through the use of website cookies or other 
mechanisms and then present product 
advertisements significant to them while visiting 
other websites. 
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 Website Personalization: E-commerce websites are 
commonly able to change the appearance of their 
pages and emphasize certain products depending 
on the visitor profile. 

 Deal Customization: Product Deals are 
offered to certain customers on the website if it is 
expected that they may get customer’s increased 
purchase response in the future. Also, items that are 
bought frequently are suggested to new or potential 
customers. 

 Email personalization: Personalized emails could be 
sent to potential customers based on their earlier 
visits to the website or partner websites. 

 
Summarizing below few reasons that justify/establish the 
need of Cloud platforms to analyze E-commerce data: 
 
A. Fast Analysis 
 
Very large amounts of training data need a great deal of 
computer memory and processing power for classification 
and regression analysis. Particularly with data representing 
complex non-linear behaviors, as with text, speech, 
handwriting, face recognition, stock price prediction, and 
financial forecasting, the computing bill, requirement can be 
quite large. However, the emergence in recent years of cloud 
computing changes everything. IaaS providers like Amazon 
Web Services (AWS) and ‘Google Cloud’ platform now offer 
access to virtually unlimited computing power on demand, 
in the form of clustered parallel servers that can be used for 
an hourly fee. 
 
B. Machine Learning on Cloud environment for Fast 
Prediction in Big Data  
 
As the data is growing at faster rate and becoming “Big 
Data”, the computation speed for prediction and other 
operations is predictable. For solving complex ML problems 
across a wide range of industries and applications, cloud 
environment is most appropriate which is virtually available 
with unlimited computational and storage capacity on pay-
as-use model.  
 
C. Balanced and Imbalanced Datasets 
 
For classification analysis, real-world data from structured, 
semi-structured and unstructured databases used is often 
imbalanced. So, to predict something significant from such 
datasets, machine learning researchers often use artificially 
balanced data in increasing new techniques and algorithms. 
 
D. Cost Effectiveness 
 
The major costs of data analysis includes: Processing and 
Memory cost for learning and testing predictive models; 
Additional processing and analysis for optimizing 
parameters. Cloud computing eradicate the need for 

dedicated high-power computers / servers by making it 
possible to purchase memory, processing power, etc. only as 
needed, and quite in cost-effective manner. In the next 
section cloud computing is briefly introduced.  
 
2. LITERATURE REVIEW 
 
From past decades E-commerce is growing rapidly as it 
enables consumers to acquire any product within few clicks. 
The key component required for success of online shopping 
platform is their ability to retrieve appropriate products for 
the consumers very quickly. E-commerce firms got enhanced 
rapidly with the application of machine learning techniques 
such as classification and association rule mining. Machine 
learning tasks became a challenging job because of few 
factors such as ever growing amount of data for classification 
and constraints on response time. A snapshot of a famous 
shopping website [www.amazon.in], signifying an option of 
shop by category, in Figure 2.1. The website has apply 
association principle and signify the frequently bought items 
like mobile covers and protective glass etc., along with a 
mobile. 

 

 
 

Figure 2.1 Screenshot of Shop by Category option at 
www.amazon.in 

 
The important findings of work [23] signify that the area of 
customer withholding received most research attention. The 
most popular research areas among these are one-to-one 
marketing and loyalty programs. The most commonly used 
models for data mining in Customer Relationship 
Management (CRM) are Classification and Association Rule 
Mining based models. 
 
Very large amounts of training data can require a great deal 
of computer memory and processing power for classification 
and regression analysis. Particularly with data representing 

http://www.amazon.in/
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complex non-linear behaviours, such as text, speech, 
handwriting, face recognition, stock price prediction, and 
financial forecasting, the computing bill can be quite bulky.  
As Machine Learning is a time consuming task, so Cloud 
computing paradigm can be an important alternatives to 
speed-up machine learning platforms [23]. The review 
provides a roadmap for future investigation in the field of 
application of data mining techniques in CRM.  
 
The shopping platforms like Amazon, e-Bay, Walmart and 
Yahoo etc. categorize products into different product 
taxonomies which make it hard for sellers to classify. The 
major challenge acknowledged in E-Commerce is 
categorization of goods. 
 
Zornitsa Kozareva [24] of Yahoo labs, concluded that the 
different taxonomies of arranging products are in use at 
various famous E-commerce shopping firms. Different 
taxonomies organize products making it tough and labor-
intensive for sellers to classify the products. An automatic 
product categorization mechanism is proposed to address 
the challenge, which assigns the correct product category 
from a taxonomy for a given product title. In work [24], 319 
categories organized into 6 levels and performance 
evaluation is done for 445 product titles using multiple 
algorithms.  The best f-score of 0.88 is obtained. 
 

3. PROPOSED WORK 
 
Proposed Predictive Framework for E-Commerce 
Product Categorization on Azure 
 
The Proposed Framework is presented in Figure 3.1, which 
actually employs a Multiclass ML model with tuning of 
parameters for more accuracy. The input dataset is first 
processed and converted into a format which is most 
suitable for giving more accurate results. The pre-processing 
methods also affect the results of machine learning.  
 
It is an iterative process as different data pre-processing 
techniques are available to apply on raw data. The machine 
learning algorithms are iteratively applied in the next step, 
and candidate model is determined. For Prediction, the ML 
algorithms typically apply some statistical analysis like 
regression or more complex approaches like decision forest 
to the data. The data scientist chooses the best ML 
algorithms and decides which aspects of the prepared data 
should be used to generate more useful results.  
 
Here in the proposed framework, the hyper parameter 
tuning is also applied to the model for better predictive 
accuracy. Application of tuning method provides better 
classification of products or simply better predictive 
accuracy than using the model alone. At last the classifier 
(model) is deployed and tested on test dataset. To tune the 
ML model, a validation dataset is required. 

 
 
The steps that are followed are given below: 
 
1. Create New Resource within Machine Learning Analytics 
solution. 
  2. Import/Upload the dataset.  
3. Pre-process the dataset. The step is optional in case the 
data is already preprocessed. 
4. Split and partition the dataset into training, validation and 
test set. In our experiment Training, Validation and Testing 
are taken 25%, 25% and 50% respectively. 
5. Identify categorical attributes from among given features 
except target feature and cast them into categorical features. 
6. Apply Machine Learning Algorithm to Train the model. 
Here we applied Multiclass Logistic Regression (Machine 
Learning) Algorithm to Train the model. 
7. Tune the model by adjusting the algorithm hyper 
parameters. 
8. Apply “Score Model” to Score both the Models (Classifiers) 
i.e. Simple Multicast Logistic Regression (MLR) and Tuned 
MLR with standard metrics.  
9. Apply “Evaluate Model” Compare both the models. 
10. Run the experiment steps 2 through 9 to run the 
experiment. 
 
From the above experiment we get the result as shown in 

figure: 
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4. CONCLUSIONS 
 
 The companies doing online business wants to utilize 
machine learning potential to build unmatched 
competitiveness in the market. In this paper, we proposed an 
Azure ML framework for E-commerce product 
categorization. The model used optimized Multicast Logistic 
Regression algorithm to train the classifier. The evaluation 
results show that the proposed classifier performs better in 
terms of accuracy. We have performed experiment by tuning 
the original LR based model parameters. In this work, we 
demonstrated the performance of a Cloud based classifier 
framework that maximizes overall classification accuracies 
independent of computational resource limitations.  
Most of the datasets such as human genome, social networks 
can be classified as big data. The proposed research can 
provide potential approach for training and testing of big 
data for addressing multi-class classification problems. So, 
further research will repeatedly evaluate the framework 
with different ML algorithms, optimization parameters, 
ensemble methods and e-commerce databases. In future the 
model can be optimized to handle imbalanced datasets from 
various sources and domains. Also, the model can be 
modified for applying on Hadoop MapReduce [34] platform. 
Further research can be done for refining the model, for 
classification of data with varied inputs like images, tech 
specification etc. Other learning approaches that are based 
on incremental learning can be applied. In addition, a formal 
approach needs to be discovered to suggest sub/hierarchical 
categories to optimize the classifier performance. 
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