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Abstract - — In a wireless network it is very important to 
provide the network security and quality of service. To 
achieve these parameters there must be proper traffic 
classification in the wireless network. There are many 
algorithms used such as port number, deep packet 
inspection as the earlier method,  KISS, nearest cluster based 
classifier (NCC), SVM method are used to classify the traffic 
and improve the network security and quality of service of a 
network. In this work, we aim to tackle the problem of 
unknown flows in a WSN. This work considers very few 
labeled training samples and investigates flow correlation 
in real world network environment, which makes it better to 
the previous work. 
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1. INTRODUCTION  
 
1.1 A wireless sensor network 

A wireless sensor network (WSN) is a computer network 
consisting of spatially distributed autonomous devices 
using sensors to cooperatively monitor physical or 
environmental conditions, such as temperature, sound, 
vibration, pressure, motion or pollutants at different 
locations [12]. The development of wireless sensor 
networks was originally motivated by military applications 
such as battlefield surveillance It also processes the 
collected data and effectively route them to the nearest 
sinks or gateway node [7]. It consists of a large number of 
densely deployed sensor nodes as shown in figure 1. Each 
node in the sensor network may consist of one or more 
sensors, a low power radio, portable power supply, and 
possibly localization hardware, such as a GPS (Global 
Positioning System) unit or a ranging device. These nodes 
incorporate wireless transceivers so that communication 
and networking are enabled. In a wireless network traffic 
classification and unknown flow detection methods are 
used to solve the networking issues such as security, 
congestion, intrusion detection and quality of service 
issues [3]. A number of supervised classification 
algorithms and unsupervised clustering algorithms have 
been applied to network traffic classification. In 
supervised traffic classification the flow classification 

model is learned from the labeled training samples of each 
predefined traffic class. But sometimes existing traffic 
classification methods suffer from poor performance in 
the crucial situation where more and more new/unknown 
applications are emerging in the cloud computing based 
environment [5]. 

 

Figure 1. Architecture Wireless Sensor network 

Another approach that has been used is KISS algorithm. It 
a novel classifier explicitly targeting UDP traffic that 
couples the stochastic description of application protocols 
with the discrimination power of Support Vector 
Machines. Signatures are extracted from a traffic stream 
by the means of Chi-square like test that allows 
application protocol format to emerge, while ignoring 
protocol synchronization and semantic rules. A decision 
process based on Support Vector Machine is then used to 
classify the extracted signatures, leading to exceptional 
performance. Performance of KISS has been tested in 
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different scenarios, considering both data, VoIP, 
traditional P2P applications and novel P2PTV systems [3]. 
This work considers very few labeled training samples and 
investigates flow correlation in real world network 
environment, which makes it better to the previous works. 

1.2 Ad hoc network 
 
An ad hoc network is a network that is composed of 
individual devices communicating with each other 
directly. The term implies spontaneous construction 
because these networks often bypass the gate keeping 
hardware or central access point such as a router. Many ad 
hoc networks are local area networks where computers or 
other devices are used to send data directly to one another 
rather than going through a centralized access point. 
 

 
Figure 2. An Ad hoc network 
 
The idea of an ad hoc network is often unfamiliar to end 
users who have only seen small residential or business 
networks that use a typical router to send wireless signals 
to individual computers. The ad hoc network is being used 
quite a bit in new types of wireless engineering, although 
until recently it was a rather esoteric idea. However, a 
mobile ad hoc network involves mobile devices 
communicating directly with one another. Another type of 
ad hoc network, the vehicular ad hoc network, involves 
placing communication devices in cars. 

 
2. LITERATURE SURVEY 
 
The goal of network traffic classification is to classify traffic 
flows according to their generation applications. The 
current research of traffic classification concentrates on the 
application of machine learning techniques into flow 
statistical feature based classification methods [2]. The 
flow statistical feature based traffic classification can avoid 
the problems suffered by previous approaches such as 
dynamic ports, encrypted applications and user privacy 
protection. Many supervised classification algorithms have 
been applied to traffic classification by taking into account 
various network applications and situations. The state-of-
heart traffic classification methods aim to take the 
advantages of flow statistical features and machine 

learning techniques, however the classification 
performance is severely affected by limited supervised 
information and unknown applications.  The flow statistical 
feature based traffic classification can avoid the problems 
suffered by previous approaches such as dynamic ports, 
encrypted applications and user privacy protection. In 
general, the Nearest-Neighbor (NN) based approaches 
provide better classifier performance, but this is not 
possible when the size of training data is small. used for 
automatic recognition of unknown applications. The port-
based prediction methods and payload-based deep 
inspection methods comes under Traditional methods. The 
standard strategies in current network environment suffer 
from variety of privacy issues, dynamic ports and 
encrypted applications. Recent research efforts are focused 
on traffic classification and Machine Learning Techniques 
are used for classification.  

3. PROPOSED SYSTEM 

In the first step we deploy the sensor nodes in a described 
area. Those nodes contain some faulty nodes and some 
good nodes. Here in our approach we are taking the 
number of faulty nodes as percentage of faulty nodes that 
percentage can be changed by changing the value of that 
variable.  

 

Figure 3. Block diagram of our system 

In the second step we have to select a particular sender and 
a particular receiver for the next steps implementation.  As 
there are always some faulty nodes available when a 
sensor network activates and works. These nodes can be 
faulty due to multiple reasons like power failure, sensor 
failure etc. According to the block diagram the network will 
route itself in case of the faulty node. Then we have to 
select the sender node and the receiver node of the 
network.  But before assigning the sender and receiver id 
we have to make sure that id must be a good node not a 
faulty node because in such case the connection between 
the two cannot be completed. After selecting the sender 
and receiver the path between the two nodes is established 
by ignoring the faulty nodes that do not respond during the 
routing process.  
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4. RESULT ANALYSIS  
 
The proposed technique is implemented using MATLAB 
which is developed by MathWorks, 
allows matrix manipulations, plotting of functions and 
data, implementation of algorithms, creation of user 
interfaces, and interfacing with programs written in other 
languages, including C, C++ and Java. Following is the 
complete program flow and results associated with it: 
In the first step the good nodes and some of the faulty 
nodes are deployed. As in this scenario the number of 
good nodes is 100 and the number of faulty nodes is taken 
as 30 % of the good nodes. 

 
Figure 4. Placement of good and bad nodes  
 
So accordingly the number of faulty nodes becomes 30 
nodes those nodes that cannot be used when the working 
of a network begins. The figure 4 shows the number of 
good as well as faulty nodes that are deployed. As shown 
in the figure there are two colors of nodes. The blue color 
shows the good nodes that can be used during the working 
of a network and the other color that is red color shows 
the 30% faulty nodes.In the second step the both the nodes 
good as well as bad nodes are deployed in the same color. 

 

Figure 5. Deployment of all nodes  

As shown in the figure 5 all the nodes are blue in color so 
these blue nodes contain some blue nodes that are faulty 
through the step 1. It is the sum of good and bad nodes so 
the difference between the figure 4 and figure 5 is that in 
figure 4 there are 100 good nodes shown in blue color and 
30 faulty nodes shown in red color but in figure 5 there 
are 130 nodes in blue color those have 100 good and 30 
faulty but both in same color. 

In third step we have to select the sender and the receiver 
node. As there are some faulty nodes (30% of good nodes) 
so during the selection of sender and receiver it must be 
checked that no faulty node can be selected as a sender or 
a receiver because if any one among them is faulty then 
the connection between the two nodes cannot become 
established due to faulty node.  

 

Figure 6. Selection of sender and receiver node  

In practical there can be multiple reasons for the node 
failure like power failure,   controller problem,   
transmitter fault, sensors fault, or any other fault the 
system.  Here the node no. 6 and node no. 20 are selected 
as the sender and the receiver. The sender and the 
receiver must be selected with the help of the figure 4 and 
the figure 5. The sender and the receiver must be selected 
with the help of the figure 4 and the figure 5. So the figure 
6 shows the sender and receiver selection. 

In fourth step the path between the sender and receiver is 
established by avoiding the faulty nodes and finding the 
shortest path. Here the sender node is 6 and the receiver 
node 20th node then the path between the two nodes is 
established and is shown by the blue dotted line. This path 
includes some of good nodes to achieve the path 
accurately. As shown the node having numbers 57, 41, 24, 
40, 19 and 8 to reach to the node 20. In the beginning the 
node 6 checks the status of nearby nodes as the node 57 
responds the node 17 creates the path to 57 then node 57 
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check the status of its nearby nodes than the node 41 
responds and during this process the faulty node    is 
found that is node number 128 shown by the path of red 
color. So the node 41 receives two responses among them 
one is faulty so the node 41 ignores the faulty node and 
connects to the node 24, in this way each next node checks 
its nearby nodes status and successfully path between 
sender and receiver establishes as shown in figure 7.  
When the path between the sender and the receiver 
completes then the results for the system is obtained by 
the different parameters of the system design. There are 
three parameters that we are considering here to evaluate 
the system performance. The three parameters are the 
propagation rate, training purity and accuracy of the 
system. 

 

Figure 7. Path establishment from sender to receiver 

4.1 Propagation Rate 

The propagation rate of the proposed method and Erman’s 
semi-supervised method versus various numbers of pre-
labeled flows is shown in the figure 8. 

 

Figure 8. Propagation rate versus number of pre labeled 
flows 

Our proposed method always displays higher propagation 
rate than that of Erman’s method classifier.. It is because 
our proposed method employs flow label propagation to 
accurately label a lot of flows from the unlabeled flow set 
be more accurately labeled flows can be helpful to cluster 
mapping so as to enhance the NCC .The propagation rates 
of both methods decrease as the number of pre-labeled 
flows increases on two datasets. It is reasonable since the 
propagation rate is inversely proportional to the number 
of pre-labeled flows.  The bar graph between the 
propagation rate and the number of pre labeled flows is 
shown in the figure 8.  The blue color box in the upper right 
corner of the figure is used to show the results of our 
method‘s and the red color in the upper right corner is used 
to plot the result of erman’s method.As the figure shows the 
blue color graph shows the better results as compare to the 
erman ‘s method. This bar graph shows that our approach 
gives better results as compare to the erman’s approach. The 
bar graph shows propagation rate on the y axis and pre 
labeled flows on the x axis.  

4.2 Training purity 
 
The training purity of the proposed method and Erman’s 
semi-supervised method versus various numbers of pre-
labeled flows. The results in figure 9 shows that our 
proposed method can achieve higher training purity than 
that of Erman’s method. The reason is that flow label 
propagation can benefit. To map clusters to applications 
more accurately. Therefore, the proposed method can 
provide more accurate information for training NCC than 
that of Erman’s method. The training purity of both 
methods will slightly rise when more pre-labeled flows are 
available. 

 
Figure 9. Training purity versus various numbers of pre-
labeled flows 
 
It is because more pre-labeled flows can be used to 
accurately identify more known clusters. The figure 9 
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shows the training purity on the y axis and the pre labeled 
flows on the x axis of the figure. Number of pre labled 
flows is taken from 50 to 140 with the gap of 10.                               
The green color line in the upper right corner shows the 
results for the proposed method and the blue color line in 
the upper right corner is used to plot the results of the 
erman‘s method results. As shown the training purity 
increases as the pre labeled flows increases. The proposed 
method shows more training purity as compare to earlier 
used method. 

 
4.3 Overall accuracy 

 
The overall accuracy when the number of unlabeled flows 
changes from 1k to 10k. The proposed Method 
significantly outperforms Erman’s method. The overall 
accuracy of the proposed method is higher than that of 
Erman‘s method. The number of unlabeled flows can 
slightly affect the overall accuracy of both methods. 
Overall accuracy is the ratio of the sum of all correctly 
classified flows to the sum of all testing flows. To plot the 
overall accuracy and prelabeled flows the accuracy is 
taken on the y axis while the unlabelled flows are taken on 
the x axis of the figure 10. In the figure green color line 
shows the accuracy for our method. The blue color line 
shows the results for the erman‘s approach. As the 
accuracy varies up to 6000 unlabelled flows but beyond 
this the accuracy of the system becomes almost constant. 
The line with green color shows the results of accuracy for 
the system while the blue color line shows the results of 
the erman ‘s method that has less accuracy the proposed 
approach .the results show that the method shows almost 
accuracy more the 0.8 throughout the unlabeled flows of 

training. 

 
Figure 10. Overall accuracy when the number of 
unlabeled flows changes from 1k to 10k  

 
5. CONCLUSIONS 
 
In this work, investion the problem is done by the use of 
samples. This work presented a comprehensive analysis 
on the system framework and performance benefit from 
both theoretical and empirical perspectives, which 
strongly support the proposed approach. A number of 
experiments carried out on datasets show that the 
performance of traffic classification can be improved 
significantly and consistently under the critical 
circumstance of very few supervised training samples. The 
proposed approach can be used in a wide range of 
applications, such as automatic recognition of unknown 
applications from captured network traffic and semi-
supervised data mining for processing network packets. 

 
6. FUTURE SCOPE 
 
As a future approach, the algorithm can be tested the on 
real world traffic datasets to get more insights on the 
concept. In future various studies can be made on the 
security issues of a Wireless network. These concerns 
include forgery of sensor data, denial of service attacks, 
and the physical compromise of sensor nodes. 
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