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Abstract:   Cloud has a flexibility that everyone can 

easily log into the cloud but security of data stored in 

cloud are major setbacks of  cloud computing. The 

privacy issues related to fine-grained access control to 

encrypt outsourced data. This proposes an optimizing 

measures to extend the effectiveness of our auditing 

shceme thus the information and distribution overhead 

during audit phase and multi user public auditibility can 

be effectively reduced . A POR may be viewed as a kind of 

cryptographic proof of knowledge (POK), but one 

specially designed to handle a large file (or bitstring) F. 

The integrity and confidentiality of the data uploaded by 

the user is ensured doubly by not only encrypting it but 

also providing access to the data only on successful 

authentication. It was proposed a public auditing scheme 

for the regenerating-codebased cloud storage. To protect 

outsourced data in cloud storage against corruptions, adding 

fault tolerance to cloud storage together with data integrity 

checking and failure reparation becomes critical. Recently, 

regenerating codes have grained popularity due to their 

lower repair bandwidth while providing fault tolerance. 

Existing remote checking methods for 

regeneratingcoded data only provide private auditing, 

requiring data owners to always stay online and handle 

auditing, as well as 

repairing, which is sometimes impractical. In this paper, 

we propose a public auditing scheme for the 

regenerating-codebased cloud storage.To solve the 

regeneration problem of failed authenticators in the 

absence of data owners, we introduce a proxy, which is 

privileged to regenerate the authenticators, into the 

traditional public auditing system model.Moreover, we 

design a novel public verifiable authenticator, which is 

generated by a couple of keys and can be regenerated 

using partial keys. Batch verification scheme is adapted 

to multi user data sharing environment. Data dynamism 

is integrated with public data auditability scheme. The 

system is improved to support public auditing based 

data sharing under commercial cloud environment. 

   

Keywords: public audit, POR(proof of retrievability), 

Batch Verification Scheme, Data auditibilty, Public 

auditibility, Cryptographic proof of knowledge. 

1.Introduction 

      Data access management can be done through the 

cloud service providers (CSP). Cloud services are 

provided by Amazon, Google, Microsoft, Yahoo and 

Salesforce. The aim of cloud service providers is to 

provide information from any place at any time.As a web 

service cloud enables data to access his/her data from 

anywhere and this is applicable to all the services 

provided by it.the client should know where the data is 

being stored.The cloud service provider should not with 

hold any information. It is noted that data owners lose 

ultimate control over the fate of their outsourced data; 

thus, the correctness, availability and integrity of the 

data are being put at risk. On the one hand, the cloud 

service is usually faced with a broad range of 
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internal/external adversaries, who would maliciously 

delete or corrupt users’ data; on the other hand, the 

cloud serviceproviders may act dishonestly, attempting 

to hide data loss or corruption and claiming that the files 

are still correctly stored in the cloud for reputation or 

monetary reasons. Thus it makes great sense for users to 

implement an efficient protocol to perform periodical 

verifications of their outsourced data to ensure that the 

cloud indeed maintains their data correctly.Remote data 

storages are used to share data and services in the cloud 

environment. Data provider uploads the shared data into 

the data centers.  Public auditing methods are used to 

verify the data integrity in remote data storages. with the 

help of cloud enablers, such as virtualization and grid 

computing, that allow applications to be dynamically 

deployed onto the most suitable infrastructure at run 

time. It’s worth noting that while this might appear 

alluring, there remain issues of reliability, portability, 

privacy and security. A public auditing scheme for the 

regenerating-codebased cloud storage. To solve the 

regeneration problem of failed authenticators in the 

absence of data owners, we introduce a proxy, which is 

privileged to regenerate the authenticators, into the 

traditional public auditing system model. Moreover, we 

design a novel public verifiable authenticator, which is 

generated by a couple of keys and can be regenerated 

using partial keys. Thus, our scheme can completely 

release data owners from online burden. In addition, we 

randomize the encode coefficients with a pseudorandom 

function to preserve data privacy. our scheme is the first 

to allow privacy-preserving public auditing for 

regenerating codebased cloud storage. The coefficients 

are masked by a PRF(Pseudorandom Function) during 

the Setup phase to avoid leakage of the original data. 

This method is lightweight and does not introduce any 

computational overhead to the cloud servers or TPA. 

 

2.Related work  

Data-integrity protection is one of the fundamental goals 

of cryptography. Primitives such as digital signatures 

and message-authentication codes (MACs), when applied 

to a full file F, allow an entity in possession of F to verify 

that it has not been subjected to tampering. A POR 

permits detection of tampering or deletion of a remotely 

located file—or relegation of the file to storage with 

uncertain service quality. A POR does not by itself, 

however, protect against loss of file contents. File 

robustness requires some form of storage redundancy 

and, in the face of potential system failures, demands the 

distribution of a file across multiple systems. We start 

with simple constructions and build up to more complex 

ones. In this  a client distributes a file F with redundancy 

across n servers and keeps some small (constant) state 

locally. The goal of our scheme is to ensure resilience 

against a mobile adversary. This kind of powerful 

adversary can potentially corrupt all servers across the 

full system lifetime. There is one important restriction 

on a mobile adversary, though: It can control only b out 

of the n servers within any given time step. We refer to a 

time step in this context as an epoch. In each epoch, the 

client that owns F (or potentially some other entity on 

the client’s behalf) performs a number of checks to 

assess the integrity of F in the system. If corruptions are 

detected on some servers, then F can be reconstituted 

from redundancy in intact servers and known faulty 

servers replaced. Such periodic integrity checks and 

remediation are an essential part of guaranteeing data 

availability against a mobile adversary: Without integrity 

checks, the adversary can corrupt all servers in turn 

across dn/be epochs and modify or purge F at will. The 

distributed storage systems apply redundancy coding 

techniques to stored data. One form of redundancy is 

based on regenerating codes, which can minimize the 

repair bandwidth, i.e., the amount of data transferred 
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when repairing a failed storage node. Existing 

regenerating codes mainly require surviving storage 

nodes encode data during repair. 

Requirements and Parameters.  

The important performance parameters of a PDP scheme 

include:  

Computation complexity: The computational cost to 

pre-process a file (at C), to generate a proof of 

possession (at S) and to verify such a proof (at C);  

Block access complexity: The number of file blocks 

accessed to generate a proof of possession (at S);  

Communication complexity: The amount of data 

transferred (between C and S). 

 

 

1:fig1 :Process of Proofs of retrievability for large 

files. 

Briefly, our POR protocol encrypts F and randomly 

embeds a set of randomly-valued check blocks called 

sentinels. The use of encryption here renders the 

sentinels indistinguishable from other file blocks. The 

verifier challenges the prover by specifying the positions 

of a collection of sentinels and asking the prover to 

return the associated sentinel values. If the prover has 

modified or deleted a substantial portion of F, then with 

high probability it will also have suppressed a number of 

sentinels. It is therefore unlikely to respond correctly to 

the verifier. To protect against corruption by the prover 

of a small portion of F, we also employ error-correcting 

codes. We let F˜ refer to the full, encoded file stored with 

the prover. A drawback of our proposed POR scheme is 

the preprocessing / encoding of F required prior to 

storage with the prover. This step imposes some 

computational overhead—beyond that of simple 

encryption or hashing—as well as larger storage 

requirements on the prover. The sentinels may 

constitute a small fraction of the encoded F˜ (typically, 

say, 2%); the error-coding imposes the bulk of the 

storage overhead. For large files and practical protocol 

parameterizations, however, the 

associated expansion factor | F˜ | / | F | can be fairly 

modest, e.g., 15%. 

A high-availability and integrity layer for cloud 

storage- In Cloud Computing moves the application 

software and databases to the centralized large data 

centers, where the management of the data and services 

may not be fully trustworthy. This unique paradigm 

brings about many new security challenges, which have 

not been well understood. This paper addressed the 

problem of ensuring the integrity of data storage in 

Cloud Computing. to provide fault tolerance for cloud 

storage to stripe data across multiple cloud vendors. 

However, if a cloud suffers from a permanent failure and 

loses all its data, it is necessary to repair the lost data 

with the help of the other surviving clouds to preserve 
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data redundancy. This paper presented a proxy-based 

storage system for fault-tolerant multiple-cloud storage 

called NCCloud, which achieves cost-effective repair for a 

permanent single-cloud failure. 

3.Implementation: 

Attribute-based encryption is a public key based 

encryption that enables access control over encrypted 

data using access policies and ascribed attributes. In this 

paper, we are going to analysis various schemes for 

encryption and possible solutions for their limitations, 

that consist of Attribute based encryption (ABE),KP-ABE, 

CP-ABE, Attribute-based Encryption Scheme with Non-

Monotonic Access Structures. HABE,.To protect 

outsourced data in cloud storage against corruptions, 

adding fault tolerance to cloud storage together with 

data integrity checking and failure reparation becomes 

critical. Recently, regenerating codes have gained 

popularity due to their lower repair bandwidth while 

providing fault tolerance. Existing remote checking 

methods for regenerating coded data only provide 

private auditing, requiring data owners to always stay 

online and handle auditing, as well as 

repairing, which is sometimes impractical. 

 

2.fig 2.Architecture 

Procedure implemented: 

 1. Setup: The data owner maintains this procedure to 

initialize the auditing scheme. 

KeyGen(1κ) → (pk, sk): This polynomial-time algorithm 

is run by the data owner to initialize its public and secret 

parameters by taking a security parameter κ as input. 

Degelation(sk) → (x): This algorithm represents the 

interaction between the data owner and proxy. The data 

owner delivers partial secret key x to the proxy through 

a secure approach. 

SigAndBlockGen(sk, F): This polynomial time algorithm 

is run by the data owner and takes the secret parameter 

sk and the original file F as input, and then outputs a 

coded block set, an authenticator set and a file tag t. 

2. Audit: The cloud servers and TPA interact with one 

another to take a random sample on the blocks and 

check the data intactness in this procedure. 

Challenge(Finfo) → (C): This algorithm is performed by 

the TPA with the information of the file Finfo as input 

and a challenge C as output. 

ProofGen→ (P): This algorithm is run by each cloud 

server with input challenge C, coded block set and 

authenticator set, then it outputs a proof P. 

V erify(P, pk, C) → (0, 1): This algorithm is run by TPA 

immediately after a proof is received. Taking the proof P, 

public parameter pk and the corresponding challenge C 

as input, it outputs 1 if the verification passed and 0 

otherwise. 

3. Repair: In the absence of the data owner, the proxy 

interacts with the cloud servers during this procedure to 

repair the wrong server detected by the auditing 

process. 

ClaimForRep(Finfo) → (Cr): This algorithm is similar 

with the Challenge() algorithm in the Audit phase, but 

outputs a claim for repair Cr. 

GenForRep→ (BA):The cloud servers run this algorithm 

upon receiving the Cr and finally output the block and 
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authenticators set BA with another two inputs. 

BlockAndSigReGen(Cr,BA): The proxy implements this 

algorithm with the claim Cr and responses BA from each 

server as input, and outputs a new coded block set and 

authenticator set if successful, outputting ⊥if otherwise. 

Trust issue in cloud computing has equal concern against 

security and privacy. Trust is defined as reliance on the 

integrity, strength, ability and surety of a person or thing. 

Entrusting user data on to a third party who is providing 

cloud services is an issue. TPA supports auditing for 

multiple users simultaneously. Batch auditing 

mechanism is used for multi user environment. 

Homomorphic linear authenticator and random masking 

techniques are used to protect the data from TPA. The 

privacy preserving public auditing scheme is enhanced 

to perform data verification for multi user environment. 

Batch verification scheme is adapted to multi user data 

sharing environment. Data dynamism is integrated with 

public data auditability scheme. The system is improved 

to support public auditing based data sharing under 

commercial cloud environment. 

Therefore, how to enable a privacy-preserving 

thirdparty auditing protocol, independent to data 

encryption, is the problem we are going to tackle in this 

paper. Our work is among the first few ones to support 

privacy-preserving public auditing in cloud computing, 

with a focus on data storage. Besides, with the 

prevalence of cloud computing, a foreseeable increase of 

auditing tasks from different users may be delegated to 

TPA. As the individual auditing of these growing tasks 

can be tedious and cumbersome, a natural demand is 

then how to enable the TPA to efficiently perform 

multiple auditing tasks in a batch manner, i.e., 

simultaneously. To address these problems, our work 

utilizes the technique of public key-based homomorphic 

linear authenticator (or HLA for short), which enables 

TPA to perform the auditing without demanding the 

local copy of data and thus drastically reduces the 

communication and computation overhead as compared 

to the straightforward data auditing approaches. By 

integrating the HLA with random masking, our protocol 

guarantees that the TPA could not learn any knowledge 

about the data content stored in process. 

4.Conclusion 

      privacy preserving public auditing protocol into a 

multi-user setting, where the TPA can perform multiple 

auditing tasks in a batch manner for better efficiency is 

achieved. TPA may concurrently handle multiple audit 

sessions from different users for their outsourced data 

files. The privacy preserving public auditing scheme is 

enhanced to perform data verification for multi user 

environment. Batch verification scheme is adapted to 

multi user data sharing environment. Data dynamism is 

integrated with public data auditability scheme. The 

system is improved to support public auditing based 

data sharing under commercial cloud environment. 
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