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Abstract - A Data mining consists of various techniques 
which can be used to find patterns from a huge database. 
Because of  the  continuous  collection  of  massive  amount  of  
data  many  industries  have  become interested  in  frequent  
pattern  mining  techniques.  The discovery of interesting 
relationships among a large amount of records can help in 
decision making process. This paper focuses on analyzing the 
performance of frequent pattern mining i.e. BPFP algorithm by 
varying the trained dataset and the maximum number of 
devices in terms of root mean square error.  Also the 
association rules are measured for different transactions in 
terms of lift.  
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1. INTRODUCTION 
 
Pattern is a regular and intelligible form or sequence 

discernible in the way in which something happens or is 

done. Frequent patterns are the patterns that appear 

frequently in a database. The  idea  of  frequent  pattern  

mining  is  to  search  for  knowledge,  which  means 

consistencies, frequency,  rules  and  structures  hidden  in  

the  data. This task  is  a  subfield  of information  technology  

called  knowledge  discovery  or  sometimes  data  mining.  

This knowledge will help in making decisions and 

conclusions that lead to value creation for both the user and 

the owner of the data. For instance, the purchase 

information collected by a supermarket  chain  may  help  the  

supermarket  to  adjust  product  offering  and  availability  to 

better suit  the  needs of  their  customers. Moreover, bus and 

train companies can use recorded passenger data to help 

plan bus services to run more often where needed. 

Finding frequent patterns helps in mining correlations, 

clustering, data classification, associations and many other 

interesting relationships among data. 

 

 

 

2. Balanced Parallel Frequent Pattern Algorithm 

The BPFP (Balanced Parallel Frequent Pattern Algorithm) 
approach involves the following steps: 

1. The whole database is first divided into successive parts 
and stored on different devices. 

2. The next step  is to  create the  F-list  which  contains  the  
list  of  frequent  items  sorted  in descending order 
according to the frequency on different devices.  

3. After getting the list of frequency of the itemset the next 
step is to generate association rules and create FP Growth 
tree. 
 

3. Motivation 

 
As the accuracy of frequent pattern matching is a very 
difficult task in the data mining. To  overcome  these  
problems many researchers  have  developed  the  efficient  
algorithms  that  aim  to  reduce  the error and standard 
deviation. In the previous work, the BPFP (Balanced Parallel 
FP) algorithm is not widely used and  the  mean  square 
errors  and  lift  parameters  were  not  considered  for 
analysis. Hence, in this research paper the algorithm is 
analyzed on the basis of these parameters. 
 

4. Working of the method 
 

The method applied follows the following steps: 
1.  First step is to divide the whole database into two 

parts namely trained data set and test data set. The 
trained data set consists of sample of the whole 
database. And test data set consists of the remaining 
data which is used to check the correctness of the 
algorithm. 

2. Then for  each  pair  of  input variables  of  the  
training  set is  fed to  the  devices  and  the 
algorithm  works  on  that  set  according  to  the  
number  of  layers  set. The  output  is  set  as 
observation. Then the root mean square error and 
standard deviation is computed for the output 
result. 

3. After computing the result for trained dataset the 
algorithm is applied on test data set  
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and  the  root  mean  square  error  and  standard  
deviation  are  computed  for  the  same  and 
compared with the trained dataset.  

4. For evaluating the association rule, the minimum 
support threshold and minimum confidence 
threshold are set. Then for the input dataset 
frequent pattern algorithm is applied. 

5. The  lift,  support  and  confidence  are  calculated  
for  each  rule  to  get  to  know  the interestingness 
of the rules. 

 

5. Results and Discussion 

 

This section discusses the results of the algorithm and 

analyzes them. The coding has been done in Matlab.  

The Performance parameters taken for analyses are as 
follows: 

i. Lift  
Lift in data mining is defined as a measure for 
evaluating the performance of the  
targeting model or an association rule as having 
an emphasized response with respect to the  
whole  population,  measured  against  a  
random  choice  targeting  model.  With  the 
computation  of  lift  it  can  be  said  that  
targeting  model  which  is  selected  is  good  if  
the  response within the target is much better 
than the average.  

ii. Root Mean Square Error 
Root-mean-square error (RMSE) is a measure 
that represents the differences between values 
predicted by a targeted model and the values 
actually observed.. 
 

5.1 Analyzing Balanced Parallel Frequent Pattern 
Algorithm based on varying number of maximum 
devices for train data and test data   

This part gives the analysis of results on the algorithm 
discussed. In this study the performance of frequent pattern 
mining method i.e. BPFP algorithm on different data sets and 
different thresholds is discussed and analyzed. 

  

5.1.1. Analyzing average root mean square for 
different number of devices and varying train data 
 

i. Train Data 
In Fig 1: 0.75, 0.85, 0.90 represent the train data taken. 

The graph shows that only the selection of trained data set is 
not enough for the accuracy of the result. The number of 
devices also plays a great role in the results. More the 
number of devices lesser is the root mean square error for 
the trained data. 
 

 
 
Chart 1: Root mean square error for varying train data an 
different number of devices 
 

ii. Test Data 
Fig 2: shows that the overall root mean square error 

decreases with increase in the number of devices. It can also 
be seen that the test data has less error as compared to the 
train data. 
 

 
 
Chart 2: Root mean square error for test data at different 
values of train data and different number of devices 
 

5.2. Analyzing the interestingness of association 
rules in terms of lift 

 
Table 1: Transactions - Itemset 

Transactions Itemset 

T1 [1,2,5] 

T2 [2,4] 

T3 [2,3] 

T4 [1,2,4] 

T5 [1,3] 

T6 [2,3] 

T7 [1,3] 

T8 [1,2,3,5] 

T9 [1,2,3] 

  
Table 2: Extracting rules at minimum support threshold = 
.20, minimum confidence threshold = 0.07 
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Rules Support Confidence Lift 

Rule #1: 2 --> 
5 

0.22222 0.28571 1.2857 

Rule #2: 5 --> 
2 

0.22222 1 1.2857 

Rule #3: 1 --> 
5 

0.22222 0.33333 1.5 

Rule #4: 5 --> 
1 

0.22222 1 1.5 

Rule #5: 2 --> 
[1, 5] 

0.22222 0.28571 1.2857 

Rule #6: 1 --> 
[2 5] 

0.22222 0.33333 1.5 

Rule #7: [2 1] 
--> 5 

0.22222 0.5 2.25 

Rule #8: 5 --> 
[2 1] 

0.22222 1 2.25 

Rule #9: [2 5] 
--> 1 

0.22222 1 1.5 

Rule #10: [1 
5] --> 2 

0.22222 1 1.2857 

Rule #11: 2 --
> 4 

0.22222 0.28571 1.2857 

Rule #12: 4 --
> 2 

0.22222 0.28571 1.2857 

Rule #13: 1 --
> 3 

0.44444 0.66667 1 

Rule #14: 3 --
> 1 

0.44444 0.66667 1 

 
 

 
 
Chart 3: Rules vs. Probability 
 
The above Chart 3 shows that the minimum support 
threshold and minimum confidence threshold are not 
enough for checking the interestingness of a pattern. 
Another parameter that is lift must also be taken into 
consideration  as  some of  the  rules  were  satisfying  the 
confidence and  support threshold criteria but the  lift for 
them  was 1  which  represents the independency of the 
itemsets of the rules. 
 

6. CONCLUSIONS 
 
 The performance of pattern mining i.e. BPFP was analyzed 
by varying the trained dataset and number of layers in terms 
of RMSE and SD. It can be concluded that by increasing the 
number of devices the difference of RMSE and SD between 
the trained dataset and target dataset decreases. 
In  future  this  algorithm  can  be  implemented  for  different  
data  mining  tasks such as clustering, classification, etc. Also 
the precision and other factors can also be taken into 
consideration for improvement. 
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