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Abstract - Recommendation systems(RS) support users and 
developers of various computer and software systems to 
overcome information overload, perform information 
discovery tasks and approximate computation, among others. 
Recommender systems research is frequently based on 
comparisons of predictive accuracy: the better the evaluation 
scores, the better the recommender. However, it is difficult to 
compare results from different recommender systems due to 
the many options in design and implementation of an 
evaluation strategy. Additionally, algorithmic 
implementations can separate from the standard formulation 
due to manual tuning and modifications that work better in 
some situations. It have been compared common 
recommendation algorithms as implemented in three popular 
recommendation frameworks. We evaluate the quality of 
recommender systems, most approaches only focus on the 
predictive accuracy of these systems. Recent works suggest 
that beyond accuracy there is a variety of other metrics that 
should be considered when evaluating a RS. This paper reviews 
a range of evaluation metrics and measures as well as some 
approaches used for evaluating recommendation systems. 
Analysis shows that large differences in recommendation 
accuracy across frameworks and strategies. we are developing 
the recommender system for research papers using coverage. 
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1. INTRODUCTION  

Recommender Systems (RSs) or recommendation systems 
(sometimes replacing “system" with a synonym such as 
platform or engine) are a subclass of information filtering 
system that seek to predict the ‘rating’ or ‘preference’ that 
user would give to an item. Recommender systems have 
become extremely common in recent years, and are applied 
in a variety of applications. The most popular ones are 
probably movies, music, news, books, research articles and 
search queries. Recommender Systems (RSs) can now be 
found in many modern applications that expose the user to a 
huge collections of items. This systems typically helps to 
provide the user with a list of recommended items they 

might prefer, or supply guesses of how much the user might 
prefer each item. These systems help users to decide on 
appropriate items, and ease the task of finding preferred 
items in the collection. 

Recommender Systems are designed to suggest 
users the items that best fit the user needs and preferences. 
Recommender systems typically produce a list of 
recommendations in one of two ways - through collaborative 
or content-based filtering. Among Recommendation Systems 
techniques, the two most popular categories are content-
based filtering and collaborative filtering and their 
hybridization is called hybrid approach. Knowledge based is 
the third category of Recommender Systems. These 
recommender systems deal with two types of entities, users 
and items. Recommendation process are entirely based on 
the input (rating, user profile) provided by the visitors or 
users. 
 

 
Fig-1: Recommendation Process[4] 

1.1 Research Paper Recommender System 

Recommender systems for research papers are 
becoming increasingly popular. In the past 14 years, over 
170 research articles, patents, web pages, etc. Were 
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published in this field. Interpolating from the numbers of 
published articles in the year, 30 new publications were 
estimated to appear in 2013 (Figure 2)[1]. Recommender 
systems for research articles are useful applications, which 
for instance help researchers keep track of their research 
field. The more recommendation approaches are proposed, 
the more important their evaluation becomes to determine 
the best approaches and their individual strengths and 
weaknesses. 
 

 
Fig-2: Published papers per year[1] 

1.2 Evaluation Metrics 

Evaluating recommender systems requires a 

definition of what constitutes a good recommender system, 

and how this should be measured. There is mostly consensus 

on what makes a good recommender system and on the 

methods to evaluate recommender systems. The more 

recommendation approaches are proposed, the more 

important their evaluation becomes to determine the best 

performing approaches and their individual strengths and 

weaknesses. To determining the ‘best’ recommender 

approach there are three main evaluation methods, namely 

user studies, online evaluations, and offline evaluations to 

measure recommender systems quality. 

In user studies, users explicitly rate 

recommendations generated by different algorithms and the 

algorithm with the highest average rating is considered the 

best algorithm. It is important to note that user studies 

measure user satisfaction at the time of recommendation. 

Users do not measure the accuracy of a recommender 

system because users do not know, at the time of the rating, 

whether a given recommendation really was the most 

relevant. In online evaluations, recommendations are shown 

to real users of the system during their session. Offline 

evaluations use pre-compiled offline datasets from which 

some information has been removed. Subsequently, the 

recommender algorithms are analyzed on their ability to 

recommend the missing information. There are three types 

of offline datasets, which is define as (1) true-offline 

datasets, (2) user-offline dataset, and (3) expert-offline 

datasets. 

Many evaluation metrics have been suggested for 

comparing recommendation algorithms and, most 

researchers who suggest new recommendation algorithms 

also compare the performance of the new algorithm to a set 

of existing approaches. Such evaluations are typically 

performed by applying some evaluation metric that provides 

a ranking of the candidate algorithms (usually using numeric 

scores). Most frequently used metrics for evaluating 

recommendation approaches for correctness in each 

scenario. 

a] Predicting User Ratings: 

If the recommendations produced are intended to predict 

how users rate items of interest then Root Mean Squared 

Error (RMSE) or Mean Absolute Error (MAE) metrics are 

often used. When calculating RMSE, the difference between 

actual user ratings and predicted ratings should be 

determined.  MAE, on the other hand, measures the average 

absolute deviation of predicted ratings from user ratings. 

b] Ranking Items: 

Ranking measures are used when an ordered list of 
recommendations is presented to users according to the 
their preferences. This order can be as the most important, 
or `most relevant', items at the top and the `least relevant' 
items at the bottom. When checking for correctness of 
ranking measures, if a reference ranking (benchmark) is 
available, the correctness of the ranking can be measured by 
Normalized Distance based Performance Measure (NDPM). 
The value returned by NDPM is between 0 and 1 with any 
acceptable ranking having a distance of 0. A frequently used 
metric for measuring ranking correctness, considering item 
ranking position, is Normalized Discounted Cumulative 
Gain (NDCG). It is calculated based on measuring Discounted 
Cumulative Gain (DCG) and then comparing that to the ideal 
ranking. DCG measures the correctness of a ranked list  
based on the relevance of items discounted by their position 
in the list. 

c] Recommending Interesting Items: 

If a recommendation system is providing the items that 
users may like to use, a common approach to evaluate it is to 
use classification metrics like precision, recall, accuracy and 
false positive rate and these metrics have been used 
excessively across different domains. 
 

When Recommendation systems make 
recommendations by searching available information spaces 
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then Coverage is used. Coverage refers to the proportion of 
available information (items, users) that recommendations 
can be made for. Coverage usually refers to catalogue 
coverage (item-space coverage) or prediction coverage 
(user-space coverage). Catalogue coverage is the proportion 
of available items that the recommendation system 
recommends to users. Prediction coverage, on the other 
hand, refers to the proportion of users or user interactions 
that the recommendation system is able to generate 
predictions for. Therefore, if the set of items recommended 
to a user over a particular recommendation session is Sr and 
Sa is the set of all available items, catalogue coverage can be 
calculated by the following formula: 
 
Catalogue Coverage =  
 

Similar to catalogue coverage, prediction coverage 
can be calculated by measuring the proportion of users that 
prediction can be made for (Sp) to a set of available users 
(Su). 
 
Prediction Coverage = 

 

2. LITERATURE SURVEY 

The literature on Research Paper Recommender System 
evaluation offers a large variety of evaluation metrics and 
using this evaluation metrics to evaluate the performance of 
recommender systems. 

Joeran Beel et.al.[1] presents a quantitative 
literature survey on Research Paper Recommender System 
Evaluation. Over 80 approaches for academic literature 
recommendation exist today. The approaches were 
introduced and evaluated in more than 170 research articles, 
as well as patents, presentations and blogs. These 
approaches were reviewed and found most evaluations to 
contain major shortcomings. They have concluded that it is 
currently not possible to determine which recommendation 
approaches for academic literature are the most promising. 
However, there is little value in the existence of more than 
80 approaches if the best performing approaches are 
unknown. 

In the last sixteen years, more than 200 research 
articles were published about research-paper recommender 
systems and Bela Gipp et.al.[2] have reviewed these articles 
and present some descriptive statistics in this paper, as well 
as a discussion about the major advancements and 
shortcomings and an overview of the most common 
recommendation concepts and approaches. They found that 
more than half of the recommendation approaches applied 
content-based filtering (55%). Collaborative filtering was 
applied by only 18% of the reviewed approaches, and graph-
based recommendations by 16%. Other recommendation 
concepts included stereotyping, item-centric 

recommendations, and hybrid recommendations. The 
content-based filtering approaches mainly utilized papers 
that the users had authored, tagged, browsed, or 
downloaded. TF-IDF was the most frequently applied 
weighting scheme. They have concluded that several actions 
could improve the research landscape: developing a common 
evaluation framework, agreement on the information to 
include in research papers, a stronger focus on non-accuracy 
aspects and user modeling, a platform for researchers to 
exchange information, and an open-source framework that 
bundles the available recommendation approaches. 

Alan Said et.al.[3] have compared the common 
recommendation algorithms as implemented in three 
popular recommendation frameworks. To provide a fair 
comparison, they have completed the control of the 
evaluation dimensions being benchmarked: dataset, data 
splitting, evaluation strategies, and metrics. They have also 
include results using the internal evaluation mechanisms of 

these frameworks. 
Iman Avazpour et.al.[4] have reviewed a range of 

evaluation metrics and measures as well as some 
approaches used for evaluating recommendation systems. 
The metrics presented in this paper are grouped under 
sixteen different dimensions, e.g., correctness, novelty, 
coverage. They have reviewed these metrics according to the 
dimensions to which they correspond. A brief overview of 
approaches to comprehensive evaluation using collections of 
recommendation system dimensions and associated metrics 
is presented. They also provide suggestions for key future 
research and practice directions. 

Mouzhi Ge et.al.[5] have focussed on two crucial 
metrics in RS evaluation: coverage and serendipity. Based on 
a literature review, they first discussed both measurement 
methods as well as the trade-off  between good coverage and 
serendipity and then analyze the role of coverage and 
serendipity as indicators of recommendation quality, present 
novel ways of how they can be measured and discussed how 
to interpret the obtained measurements. Overall, they argue 
that their new ways of measuring these concepts re ect the 
quality impression perceived by the user in a better way 
than previous metrics thus leading to enhanced user 
satisfaction. 

Asela Gunawardana and Guy Shani[13] have been 
suggested many evaluation metrics for comparing 
recommendation algorithms. The decision on the proper 
evaluation metric is often critical, as each metric may favour 
a different algorithm. In this paper they reviewed the proper 
construction of offline experiments for deciding on the most 
appropriate algorithm and discussed three important tasks 
of recommender systems, and classify a set of appropriate 
well known evaluation metrics for each task. they 
demonstrate how using an improper evaluation metric can 
lead to the selection of an improper algorithm for the task of 
interest. They also discussed other important considerations 
when designing offline experiments. 

Alejandro Bellogin et.al.[9] have compared five 
experimental methodologies, and their experiments with 
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three state-of-the-art recommenders, four of the evaluation 
methodologies are consistent with each other and differ 
from error metrics, in terms of the comparative 
recommenders performance measurements. 

Elena Gaudioso et.al.[15] have proposed a such 
framework, attempting to extract the essential features of 
recommender systems. In this framework, the most essential 
feature is the objective of the recommender system. Next, 
they will shows that a new metric emerges naturally from 
this framework. Finally, they have comparing the properties 
of this new metric with the traditional ones and then 
evaluate the whole range of recommender systems with this 
single metric. 

Joost de Wit[27] have presented three types of 
prediction strategies that can be used to predict a user's 
rating for an item that is not yet rated by him and also 
focused on how the performance of recommender systems is 
currently evaluated as described in the literature. This 
evaluation is important in order to compare different 
recommender systems and to be able to improve 
recommender system performance. 

 
 

3. PROPOSED SYSTEM  

 

Fig-3: Proposed System Architecture 

 

Where, 
RSs-Recommendation Systems. 
UB CF-User-Based Collaborative Filtering Algorithm. 
IB CF-Item-Based Collaborative Filtering Algorithm. 
SVD MF-SVD Based Matrix Factorization Algorithm. 
 
Fig. 3 shows the proposed system architecture. In this 
architecture user first gives query to the Recommendation 
System (RS), then Recommendation System produced 
results using three common state-of-the-art methods from 
the recommender systems literature namely user-based 
collaborative filtering (CF), item-based CF and matrix 
factorization. It have been compared common 
recommendation algorithms as implemented in three 
popular recommendation frameworks. Then find which 

algorithm gives best match results to the user query and 
return results to the user. 

 
4. RESULT AND DISCUSSION 

For Evaluating the Recommendation System many 

evaluation metrics have been used like precision, recall and 

F-measure. We are evaluating the Recommendation System 

using Coverage Parameter. Table 1 shows the result of 

Coverage as per the items recommended in particular 

session. 

Table 1: Performance of Coverage in Recommendation 
System. 

Item 
Recommended 
for particular 
session 

Value 
(%) 

5     99.65 
 

10 99.29 
15 98.94 
20 98.58 

 

 
Recommendation System produced results using three 
common state-of-the-art methods from the recommender 
systems literature namely user-based collaborative filtering 
(CF), item-based CF and matrix factorization. It have been 
compared common recommendation algorithms as 
implemented in three popular recommendation frameworks 
such as Lenskit, Mahout and MyMediaLite using DBLP 
dataset. We are proposed new Hybrid framework which 
contains combination of both Lenskit and Mahout 
framework. Below graph shows performance of Hybrid 
against Lenskit. Our analysis shows Hybrid framework gives 
better performance than other.  
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Table 2: Framework Accuracy in Recommendation 
System. 

Algorithm Lenskit Hybrid 
Item Based 100 100 
User Based 100 74.99 
SVD 18.18 26.086 

 
 

 
 
5.  CONCLUSION AND FUTURE SCOPE 

 We studied a range of common metrics used for the 
evaluation of recommendation systems in software 
engineering. Based on a review of current literature, derived 
a set of dimensions that are used to evaluate individual 
recommendation systems or in comparing it against the 
current state of the art. We used coverage, F-Measure 
metrics to improvise the performance of recommender 
system for Research paper. Evaluation results shows the 
disparity between three common recommendation 
frameworks. Even though the frameworks implement 
similar algorithms, there exist large differences in the 
reported recommendation quality. It have been evaluated 
three types of recommendation algorithms (user-based and 
item-based CF and SVD-based matrix factorization) using  
popular and publicly available DBLP dataset. Finally, the 
content of this report can be used for understanding the 
evaluation criteria for recommendation systems and this can 
be improve the decisions when selecting a specific 
recommendation system for a software development project. 

In future the system performance can be enhanced by 
using new metrics rather than existing metrics for evaluating the 
recommender system. 
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