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Abstract - Dental image segmentation has an important 
role in practical dentistry. This progress supports the 
dentists in diagnosing effectively some dental diseases 
such as cavities, resorption bone around teeth, fractured 
stump, periodontal disease, etc. Some recent researches, 
the scientists used various techniques consisting of 
common image processing techniques, hard clustering 
algorithms, fuzzy clustering algorithms and semi-
supervised fuzzy clustering algorithms. These techniques 
were applied in dental image segmentation problem. In 
which, semi-supervised fuzzy clustering algorithms were 
quite effective in the meaning of high quality in 
clustering. In this paper, we present an improvement by 
using fuzzy C-means clustering algorithm (FCM) 
combined with a semi-supervised fuzzy clustering 
algorithm and its application in image segmentation 
problem. The additional information used in this semi-
supervised fuzzy clustering algorithm is spatial 
information of dental image. 
 
Key Words:  Fuzzy clustering, Semi-supervised fuzzy 
clustering, spatial information, dental image, image 
segmentation.  

1.INTRODUCTION 
 

Image segmentation is the first step in image 

processing progress. It has an important role and 

effects to the accuracy of following steps in image 

processing [8]. Dental image segmentation also is the 

pivotal part in practical dentistry, especially in order to 

support the dentists in dental disease diagnosing [11]. 

In recently researches, there are two groups of image 

segmentation techniques including the techniques 

based on threshold [6] and based on clustering 

algorithms [12]. These methods meet the challenges in 

determining values of threshold parameter and 

defining the common boundaries of teeth samples [13]. 

Thus, fuzzy clustering is an effective tool to solve the 

problems related to the quality of clusters. The fuzzy 

clustering algorithms always have some additional 

information provided by users. This kind of 

information gives the orientation for the clustering 

step. These semi-supervised fuzzy clustering 

algorithms are very effective in many different fields 

such as image processing [4], pattern recognition, face 

recognition [1], risk assessment [3], bankrupt 

prediction [9], especially in image segmentation with 

color images and medical images. 
Therefore, the main contribution of this paper is to 

propose a new semi-supervised fuzzy clustering 

algorithm in which there is a combination between 

fuzzy clustering and semi-supervised fuzzy clustering 

algorithm. Spatial information of dental image is 

considered as the additional information of image 

dental segmentation problem. A part from that, the 

evaluation of new algorithm’s performance is 

implemented based on real data sets including 56 

dental X-ray images of the patient during the period 

2014-2015 at Hanoi Medical University Hospital. The 

paper also addresses some conclusions regarding to 

the use of this new algorithm. 

The significance of this study is to find out a new 
effective algorithm in dental X-ray image segmentation. 
To carry out this, we propose a mathematical model for 
the objective function of semi-supervised fuzzy 
clustering algorithm in the form of optimization 
problem and use the additional information to improve 
the quality of clustering. Based on a sample set of real 
dental X-ray images, the model is evaluated and 
compared with other related algorithms. The 
application of this algorithm in the segmentation 
problem plays a significant role in following image 
processing progress. 
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The rest of the paper is organized as follows. In Section 
2, we give the preliminary about the fuzzy clustering 
algorithms (fuzzy clustering-FCM and semi-supervised 
standard fuzzy clustering-SSSFC). Section 3 proposes a 
new semi-supervised fuzzy algorithm based on the 
combination between FCM and SSSFC in which 
additional information is the spatial information. Some 
experimental results are shown in Section 4 to validate 
the performance of new algorithm on a real dataset. 
Some conclusions and future works are given in 
Section 5. 

2. Preliminary about the fuzzy clustering 

algorithms 

In this Section, we present briefly a fuzzy clustering 

algorithm (FCM) in Subsection 2.1 and semi-supervised 

standard fuzzy clustering algorithm SSSFC in 

Subsection 22.2. 

2.1 Fuzzy C-means algorithm 

Fuzzy C-Means (FCM), proposed by Bezdek, Ehrlich & 

Full [2], is mainly based on the iteration process to 

optimize the membership matrix and the cluster 

centers. The objective function of FCM is defined as 

follows: 

min
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Where m is fuzzier; C is the number of clusters; N is the 
number of data elements; r is the dimension of the 
data; ukj is the membership degree of data elements Xk 

to cluster j; r

k RX   is the kth element 

of  NXXXX ,...,, 21 ; Vj is the center of cluster j.  

Then the constraints of the objective function in (1) 

are: 
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The optimal solutions of problem (1)-(2) obtained from 

Lagrange multiplier method are centers of clusters in 

equation (3) and membership degree in equation (4). 
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The FCM algorithm is presented as in Table 1  

Table 1. Fuzzy C-means algorithm 

Input Dataset X including N elements in r-dimension 
space; The number of clusters C; fuzzier m; 
threshold; the largest number of iterations 
MaxStep 

Output Matrix U and centers of clusters V 

FCM 

1 t = 0 

2    CjNkrandomu t

kj ,1;,1;   satisfy 

the condition (2) 

3 Repeat 

4    t = t + 1 

5   Compute 
   CjV t

j ,1;   by formula (3) 

6  Compute 
   Cju t

kj ,1;   by formula (4) 

7 Until 
     1tt UU  or t > MaxStep 

2.2 Semi-supervised fuzzy clustering algorithm 

Semi-supervised fuzzy clustering algorithms are 

constructed from fuzzy clustering with the additional 

information provided by users. Additional information 

makes the clustering progress have a higher quality. 

There are three kinds of additional information 

consisting of Must-link and Cannot-link constraints, 

labeled a part of data, pre-defined membership degree.  

Yasunori et al. [15] proposed a semi-supervised fuzzy 

clustering with the objective function as follow 

min
1
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satisficing the constraints in (2). Then the additional 

membership degree of data point  kX  belonging to 

clustering jC  is denoted by kju . This additional 
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membership matrix satisfies below condition 

  CjNkuuU kjkj ,1,,1,1,0|  ,  

Based on the constraints in (2) and the objective 

function (5) we have 
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Where 
k ju  are defined differently in two instances as 

follow 
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Semi-Supervised Standard Fuzzy Clustering 

algorithm (SSSFC) is presented as in Table 2 

Table 2. Semi-Supervised Standard Fuzzy Clustering 
algorithm 

Input Datasets X includes N elements; the number of 

clusters C; additional membership matrix U ,  

Threshold  ; the maximum number of 

iterations maxStep> 0 
Output Matrix U and cluster centers V 
SSSFC 

1: t = 0 
2: Initialize randomly clustering centers 

)(t
V  

3: Repeat 
4: Calculate U(t) by defined values  k ju  using 

equation (7) if 1m  or using equation (8) in 

the case of m=1. 
5: t = t + 1 
6: Calculate V(t) by jv using  (6) 

7: Until   )1()( tt VV  or t > maxStep 

 

 

 

 

3. The novel combination of fuzzy clustering and 

semi-supervised clustering 

3.1 The main mechanism of proposed model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. The diagram of new algorithm (SSFC-DF) 

In Figure 1, a novel model combining fuzzy clustering 
algorithm and semi-supervised fuzzy algorithm is 
presented. In which, additional information of semi-
supervised fuzzy clustering algorithm is spatial 
information. Firstly, from input image, we use FCM to 
get the output membership matrix as the additional 
information of semi-supervised fuzzy clustering 
algorithm. After that, the SSFC-SC is applied into the 
original image. The clustering results are evaluated by 
various criteria together with the comparison among 
this proposed model and other related methods. 

3.2. The proposed combination model (SSFC-DF) 

Based on the objective function of fuzzy clustering 

algorithm (FCM) and semi-supervised fuzzy algorithm 

(SSSFC) shown in Section 2, we propose a new 

objective function. This combination objective function 

has three main components: fuzzy clustering objective 

function, spatial information and semi-supervised 

fuzzy clustering function.  It can be written as in 

equation (9) below.  
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This function must satisfy both constraints of fuzzy 
clustering algorithm and semi-supervised fuzzy 
algorithm: 
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Where C is the number of clusters, N is the number of 

objects in dataset, r is the dimension of each object, ukj 

is the membership degree of kth data point belonging to  

jth cluster; 
k ju  is the additional information (defined 

from output of FCM). 

Denote that r

k RX   is kth point of dataset 

 NXXXX ,...,, 21 ; vj is the center of jth cluster, Rkj is a 

function used to calculate space distance [10] from Xk 

to Vj. 

For solving the optimal problem (9-11), the Lagrange 
multiplier method is used.  Taking the derivative of (9) 
by V, we obtain: 
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Setting up the value of this derivation to zero, we find 
the cluster centers V as in (13). 
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Then Lagrange function is defined as  
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The partial derivation of L(U) by U is presented by 
following equation 
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The membership degree is defined by using (16): 
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From the constraint in (10), we have 

   































 



C

j
kjjk

C

j
kjjk

jkkj

k

RvxRvx

vxu

1
2

2
1

2
2

2

22

1
1

2
  (17) 

The optimal solutions obtained from Lagrange 

multiplier method are centers of clusters in (13) and 

membership degree in (16)-(17). 

The detail steps of novel model are presented in Table 

3 below 
Table 3. The proposed method (SSFC-DF) in dental image 

segmentation 

Input Datasets X includes N elements; the number of 

clusters C; additional membership matrix U ,  

Threshold  ; the maximum number of 

iterations maxStep> 0 
Output Matrix U and cluster centers V 
SSFC-DF 

1: t = 0 
2: Initialize randomly 

)(t
V  

3: Repeat 
4: Calculate U(t) based on k ju  using (16), (17). 

5:  t = t + 1 
6: Calculate V(t) by k ju  using (13) 

7: Until   )1()( tt VV  or t >maxStep 

4. Experiment results 

4.1. Preparing for illustration 

In this Section, we show the numerical results by 

applying new algorithm into dental image 

segmentation. The dataset consists of 56 dental X-ray 

images obtained from Hanoi Medical University 

Hospital in the period of 2014-2015.  
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Based on this real dataset, fuzzy C-means clustering 

(FCM) algorithm, semi-supervised standard fuzzy 

clustering (SSSFC) algorithm and our proposed 

combination model (SSFC-DF) have been implemented 

in Matlab 2014 and executed on a PC VAIO laptop with 

Core i5 processor.  

The validity indices used to evaluate the performance 

of new model in this paper are DB [14], SSWC [14], 

PBM [14], IFV[7]. These indices are also used to 

compare the effectiveness of our model with other 

related algorithm (FCM, SSSFC) 

4.2. Experiment results in detail 

All three algorithms are installed in the same values 

of parameters including the number of clusters C=10, 
 = 0.005 and maxStep=150 with 20 runs. The average 

of values obtained after 20 runs in each index are 

presented as in Table 4. 
Table 4. Mean of all algorithms on the given dataset (bold 

values is the best in a row) 

 FCM SSSFC SSFC-SC 

PBM 34590.6 87374.5 101982.5 

SSWC 0.629 0.763 0.874 

DB 0.658 0.562 0.546 

IFV 30.34 70.76 82.78 

From table 4, the performance of new model SSFC-DF 

has the better value than others in all of four indices 

PBM, SSWWC, DB, IFV. The results of dental X-ray 

image segment are shown in Figure 2. 

  

        (a) Original image  (b) Using FCM 

  

     (c) Using SSSFC (d) Using SSFC-DF 

Fig. 2. The illustration of segmentation results on Image 1 

5. Conclusions 

In this paper, we concentrate to propose a novel 

semi-supervised fuzzy clustering algorithm applied 

in to dental image segmentation problem. This 

algorithm is based on the combination between fuzzy 

clustering (FCM) algorithm and semi-supervised 

fuzzy clustering with the spatial information used as 

additional information. The main contributions of 

this paper are i) to propose a new general diagram of 

dental image segmentation problem (presented in 

Section 3.1); ii) to propose a novel semi-supervised 

fuzzy clustering algorithm (given in Section 3.2); iii) 

the experimental results on the real dataset show the 

evaluation and comparison of performance of the 

proposed algorithm with other related algorithms 

(presented in Section 4). 

From this study, there are some ideas for the future 

works: i) to apply these results into typical applications 

such as image diagnosis support system, aesthetic 

dentistry support system; ii) to improve this model 

based on other features of dental image as additional 

information in semi-supervised fuzzy clustering. 
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