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Abstract-This paper presents the architecture of 
fully functional Trellis Encoder-Decoder to encode 
and consequently decode the encoded data using 
Trellis based algorithm. Traditional Convolution 
Encoder’s modified structure termed as Trellis 
Encoder is described with constraint length K=3, and 
code rate r=1/2, simultaneously the algorithm used 
to decode them is also emphasized in one of the sub-
section. The Trellis Encoder-Decoder is targeted for 
the Xilinx Spartan6 FPGA (Field-Programmable Gate 
Array) and is designed with Verilog HDL (Hardware 
Description Language). Simulation results and 
concerning schematic and device utilization 
summary report of the above mentioned design is 
obtained using Xilinx ISE (Integrated Synthesis 
Environment) design tool. 
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1. INTRODUCTION 

 
Convolution coding is a most admired and well 

accepted error-correcting coding method in digital 

communication system. A message is convolved using 

binary convolution method that is simply xor (exclusive-

or) operation, and then this encoded information is 

transmitted into a noisy channel. This convolution 

operation encodes some redundant information into the 

transmitted signal, thereby improving the data capacity of 

the channel. But the shortcoming of traditional 

Convolutional Encoder is lack of randomness in the 

encoded data which makes it vulnerable to the channel 

noise [1]. Hence in order to make it robust to the channel 

noise the recursive procedure is introduced in the encoder 

section that is termed as Trellis Encoder. The trellis 

decoding algorithm tracks down the most likely state 

sequences the encoder went through in encoding the 

message by means of nodes processing and uses this 

information to determine the original message and to 

separate the redundant bits introduced. Instead of 

estimating a message based on each individual sample in 

the signal, the trellis encoding and decoding process 

packages and encodes a message as a sequence, providing 

a level of correlation between each sample in the signal. As 

the convolution codes are used widely for the channel 

encoding of data to achieve low-error-rate in latest 

wireless communication standards for example 3GPP, GSM 

and WLAN; the use of optimal decoding algorithm satisfies 

the requirement of these applications convincingly. 
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2. DESIGN ARCHITECTURE 

 
Fig.1Trellis Encoder 

 

The Traditional Convolutional Encoder is changed to a 

Trellis Encoder by feeding back the first output of the 

encoder to one of its input. Hence, the generator matrix of 

the encoder will change as following: 

G= [1, g1/g2] 

 

Here the number 1 indicates the systematic output 

whereas g1/g2 indicates the feed forward output. The 

method of getting the encoded output is slightly 

customized with compare to the traditional Convolutional 

Encoder. Here one of the output is directly feedback to the 

input, while other one is obtained with the modulo-2 

addition and then repeating iterative procedure. At last 

both the outputs are obtained from the encoder by 

multiplexing the otutput1 (systematic data) and output 

2(feedforward output) bit by bit.  The resultant Trellis 

encoder of r=1/2 and constraint length K=3 is depicted 

above in Figure 1. 

 

 

Fig 2.Trellis Decoder 

 The output of the encoder is received at the input 
of the decoder where the received message is termed as 
normal domain message this gets converted through 
permutation network by newly defined vector message 
domain called as delta message domain. In this delta 
message domain the messages are transformed with the 
field value which has the maximum reliability as the 
reference. The output of this block is given to the next 
stages comprising of 2 min finder tree and the extra 
column generator. The output of these stages are going to 
be generated as the output message in the delta domain, 
consequently by using the permutation network the delta 
domain message (most reliable) is converted back in to the 
normal domain and this is the resultant output of the 
decoder which is  originally the input to the encoder. 

 
3. RESULT 

 The simulation result in Figure 3 is obtained by 

the implementation of the fully functional Trellis Encoder 

and Decoder. The Figure 4 shows the detailed RTL 

schematic of the proposed design and the device 

utilization summary report generated by Xilinx ISE design 

tool is given in Table 1. 
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Fig.3Simulation Result of the Trellis Encoder-Decoder 

 

 
Fig. 4RTL Schematic of the Trellis Encoder-

Decoder 

 

 

Table 1Device Utilization Summary Report of theTrellis 

Encoder- Decoder 

 
4. CONCLUSION 

 
 The fully functional Trellis Encoder Decoder using 
Verilog HDL is implemented and the simulation result with 
the associated schematic and device utilization summary 
report are presented in the paper.   The utilization for 
Trellis Encoder and Decoder for slice registers and LUTs is 
less than 1% which comprises of total logic to be 
implemented hence making it an efficient architecture 
also. 
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