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Abstract – Existing social networking services recommends 
friends to users based on their social graphs, which may not be 
the most appropriate to reflect a user’s preferences on friend 
selection in real life. In this paper, we present a semantic based 
approach based on daily-activities of users and we deploy this 
approach to be used for health application. With  the help of 
content features like blood-group and location, we are going 
to match the blood-group of the searched friend and this 
matching will lead to help the application search meticulously 
to stretch out to the desired person. At the end, we will give the 
mathematical model used in the system and provide its 
analysis with the help of bar-graph chart. 
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1. INTRODUCTION  
 
Recommender systems or recommendation systems 
(sometimes replacing "system" with a synonym such as 
platform or engine) are a subclass of information filtering 
system that seek to predict the 'rating' or 'preference' that a 
user would give to an item. Recommender systems have 
become extremely common in recent years, and are applied 
in a variety of applications. The most popular ones are 
probably movies, music, news, books, research articles, 
search queries, social tags, and products in general. 
However, there are also recommender systems for experts, 
collaborators, jokes, restaurants, financial services, life 
insurance, persons (online dating), and Twitter followers. 

      The emergence of social networks from the Internet 
sparked a major reform in information spread. We have 
observed that right from the data to search and from search 
to social interaction; users around the galaxy are now deeply 
involved with the Internet. With the help of social networks, 
user-generated record/document is comparatively more 
accessible than before. A powerful aspect of social networks 
is the customization of user experiences. 

     Recommendation systems constitute a large role in 
providing quality customized user experiences. The major 
difficulty in developing relevant friend recommendations is 
due to the non-static nature of humans’ perception of 
friendship, which establishes a cause for heterogeneity in 
social networks. It is usual and common for humans to 
change their insight of relationship [3]. Further, this acuity 
varies from person to person in which a social network can 

undergo recurrent and unforeseen change over time even 
without the starter of new nodes. 

 

2. PROPOSED METHOD 
 
In this system, five modules are designed to fulfill the task of 
friend recommendation. They are as follows: 

1) Data Collection: 

Data collection module collects the profile data of users from 
a file(I/p dataset) which is a semi-structured formatted file. 
The life styles of users are extracted by these module. The 
Screenshot of the implementation results of this module is as 
follows: 

 It uses hadoop technology because type of file is semi-
structured and for fast processing, as tokenizing and 
extracting the data from a file is easy & optimal in hadoop 
using the Map/Reduce tool. 
  

2) Data Analysis: 
 
Life document of user is given as input to these module. This 
module processes the life doc using hadoop technology and 
prepares its Activity-Bag with the help of knowledge of 
probability distribution. 

 

Fig -1: Activity-Bag Representation 

Let w = [ w1, w2, …….. , wW ] be the set of ‘W’ Activities    

z = [ z1, z2, ………. , zZ ] be the set of ‘Z’ Lifestyles    

d = [ d1, d2, ………. , dn ] be the set of life-documents  

Where n = Number of users and  

p( wi | dk ) is the Probability of activity wi in a life-doc dk 

p( wi | zj ) is the Probability of how much the activity wi                        
contributes to the lifestyle zj 



          International Research Journal of Engineering and Technology (IRJET)      e-ISSN: 2395 -0056 

               Volume: 03 Issue: 05 | May-2016                       www.irjet.net                                                               p-ISSN: 2395-0072 

 

© 2016, IRJET                                                          ISO 9001:2008 Certified Journal                                                           Page 2000 
 

p( zj | dk ) is the Probability of lifestyle zj embedded in a life-
document dk  

Let fk(wi) be the frequency of occurrence of activity wi in life-
doc dk. Therefore, we can write: 

p( wi | dk ) = fk( wi ) / fk( wi )       ………(1) 

 

3) Indexing: 

Then the life style indexing module puts the life styles of 
users into the database in the format of (life-style, user) 
instead of (user, lifestyle). 

4) Friend-Matching Module: 

A friend-matching module can be constructed accordingly 
with the help of recommendation algorithm presented here 
to represent the similarity relationship between users’ life 
styles and suggest the list of similar users. 

 

Algorithm Recommendation( Li , Lj , λ ) 

{ 

Step 1: Design Activity-Bag modeling of the user 

  Step 2: Use the knowledge of probability distribution and 
      calculate lifestyle vectors 

          Li = [ p(z1 / di), p(z2 / di), ….., p(zZ / di) ] 

      Similarly we can construct Lj. 

 Step 3: Calculate cosine similarity between user ‘i’ and  
        user ‘j’. 

             Sc(i,j)  = cos(Li , Lj) 

                            = Li . Lj / |Li| * |Lj| 

      According to these similarity results, it will            
        recommend all user ‘j’ to the user ‘i’ depending on 
      the given threshold. This will provide us the list  
      of similar users to a particular user. 
       Step 4: Sort Li and Lj in descending order for        
                      determining dominant lifestyles. 
       

                    Di = {zi1, zi2, ….. , ziqi } 

                    s.t. qi = arg minq ( p( zik | di ) >=   λ ) 

            is the size of dominant lifestyles. 
  
       Similarly we will find Dj. 

   Step 5: Now Sd( i, j ) = 2 * |  Di   Di | / | Di | + | Dj | 

       It is nothing but the dominant lifestyle score. 
 
5) Recommendation Module: 
 
The user query module takes a user’s query and handover it 
to the recommendation module to send a list of potential 
friends to the user as response. 
This module is divided into two categories: 
1) Recommendation by Similarity of lifestyles 

2) Recommendation by using Similarity of blood-group & 
location 

Step 6: So our similarity score is determined as follows: 
 S( i, j ) = Sc( i, j ) . Sd( i, j ) 
 
Step 7: If these S(i, j) >= Sthr   then Recommend  

          Otherwise Does NOT Recommend. 
} 

The result of recommendation by matching required blood-
group & location is as follows: 

 

Fig -2: Recommendation by using Similarity of blood-group & 

location 

3. MATHEMATICAL MODEL AND ANALYSIS 
 
In this section we will present the mathematical model and 
will do the analysis by considering the lifestyle vectors of two 
users i.e. Li and Lj. We will present the performance 
evaluation of friend recommendation system on small-scale 
field experiments. 
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     Sc is calculated as = 0.6708 

 Sd is evaluated as = 0.67 

 

  So, S(i, j) = Sc(i, j) * Sd(i, j) 

             = (0.6708) * (0.67) 

         = 0.45 >= 0.4 

So user ‘j’ is recommended as a friend to user ‘i’. In this 
way, we can recommend number of friends to a user using 
lifestyles of users. 

There are three free parameters used to generate the 
friend recommendation results, including the similarity 
threshold for friend-matching module Sthr, the threshold ‘λ’ 
that controls the number of dominant life styles, and the 
number of life styles. In our practical experiments, we have 
used the following values as default through empirical 
studies and trial and error experiments, i.e., the similarity 
threshold Sthr is set to 0.5, the threshold λ is set to 0.8, and 
the number of life styles is set to 7. 

Below Chart 1 demonstrates the distribution of 34 
activities. Most of activities have the probability of about 3 
percent, some have around 9 percent and three activities 
have the probability of larger than 32 percent, and the 
remaining activities have the probability amidst of these. 

 
 

 

 

 

Chart -1: Activity Distribution 
 

Corresponding to each activity, a centroid feature vector 
is calculated by using the K-means clustering algorithm. 
These 34 centroids are distributed to each smartphone so 
that it can perform real-time onboard activity recognition.  

 
 
Chart -2: Similarity Distribution for User 1 with only first 20 
users 
 
Above chart 2 illustrates the image representation of the 
similarity distribution for user 1 with nineteen users. The 
bars in the chart 2 that has the higher peaks (score greater 
than 0.5) are the similar users to the user 1. As shown in 
figure of chart 2, user 1 has strong relationship with user 3, 
user 19, user 15 and user 10, while user 5, user 6 and user 
16 have comparatively no relationship with user 1 at all. The 
result is consistent with the ground truth of professions 
present in the dataset considered because people have the 
same profession usually have the same life styles. 
     In this way, for each user considered, we can easily find 
the similarity relationship between any numbers of users. 
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4. APPLICATIONS 
 
In this paper, we are using the parameters blood-group and 
location to search for the person with desired matching 
blood and nearby location so that the required blood from 
the desired person should be quickly and easily available. 
This is one of the major health application of the friend 
recommendation system. 
     We can add content features like DNA of a person, other 
ID’s, etc. So with little modification, we can easily find the 
person with matching DNA sequences or ID’s by searching 
on this system. This can be helpful for the intelligence 
bureau/CID/police in case of accidents or murder of a 
person who is unidentifiable. 

 
5. CONCLUSIONS & FUTURE SCOPE 
 
 We have observed that almost ninety percent of the young 
generation people (especially students) are using the social 
networking sites like Facebook, Twitter, LinkedIn, etc. That 
means these are the fastest and best medium to reach to 
maximum people. So if we deploy our recommendation 
system on these social services then it can be very helpful for 
all. 
     In this paper, we have designed and implemented friend 
recommendation system that allows users with similar 
interests to be quickly identified and recommended, to get 
one’s interest without one’s specification, to quickly find 
person according to matching blood group and nearby 
location. 
     This application can be deployed on Android based 
smartphones for mobile app by using the sensor-rich 
smartphones having the sensors like GPS(motion sensors), 
accelerometer, gyroscope, etc. and tracking user activities 
using these. Beyond the current prototype, the future work 
can be four fold. 

 We would like to evaluate our system on large-scale 
field experiments. 

 To construct the system to be scalable 
 The similarity threshold used for the friend-

matching module is fixed in our proposed work. It 
would be interesting to explore the adaption of the 
threshold for each edge and see whether it can 
better represent the similarity relationship on the 
friend-matching module. 

 Actually, we expect to incorporate these into 
existing social services (e.g., Facebook, Twitter, 
LinkedIn ) so that recommendation system can 
utilize more information for life discovery, which 
should improve the recommendation experience in 
the future.  
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