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Abstract - Internet becomes a crucial need for every person. 

Web is used in every field. Most of the people use web for a 

common purpose like sharing knowledge, comments, online 

shopping, chatting, and important aspect is to search different 

user opinions on particular electronic products, books, movies 

etc. Through an online shopping huge number of 

reviews/opinions are given by the users that reflect whether 

the product is good or bad. These reviews need to be explored, 

analyze and organized for better decision making.. In this 

review paper, studied the experimental work and impact on 

different aspects based on opinion mining system is proposed 

that classify the documents as positive, negative. Experimental 

results using reviews of different topics show the effectiveness 

of the system. 
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1. INTRODUCTION  

Sentiment analysis or opinion mining is the area of learning 
that analyzes users evaluations, attitudes, opinions, 
emotions, sentiment, appraisals and some aspects such as 
services, individuals, issues, goods, organizations, actions, 
topics, and their elements. It represents a huge problem 
space. There are also many names and dissimilar tasks such 
as opinion extraction, sentiment analysis, feeling analysis, 
evaluation mining, opinion mining, sentiment mining, 
subjectivity analysis, influence analysis, Though, they are 
now all under the umbrella of sentiment analysis or opinion 
mining. While in industry, the phrase sentiment analysis is 
commonly used, but in academics equally sentiment analysis 
and opinion mining are frequently used. They basically 
correspond to the same ground of study. 
The meaning of sentiment itself is still very wide. Opinion 
mining and Sentiment analysis and mostly focuses on 
opinions which communicate or involve positive or negative 
sentiments. In natural language processing discovers about 
users opinions and sentiments previous to the year 2000. 
Since then, this is very active research area. There are 
dissimilar reasons for this. First, it has a broad arrange of 
applications, almost in every field. The organization 

adjoining sentiment analysis has also raise due to the 
creation of commercial applications. This provides a 
powerful inspiration for research. Second, it offers a lot of 
challenging research troubles, which had never been 
considered before. Third, for the first time in human history, 
we now have a large volume of opinionated data in the 
social media on the Web. Without this data, a lot of research 
would not have been probable. Sentiment analysis is now 
right at the core of the social media research. Hence, 
research in sentiment analysis not only has an important 
impact on NLP, but may also have a intense impact on 
management sciences, political science, economics, and 
social sciences as they are all affected by user opinions. 
Although the sentiment analysis research mainly in progress 
from early 2000. The entire world is changed rapidly and 
using the current technologies Internet becomes a crucial 
need for everyone. Web is used in every area. Most of the 
people use web for a ordinary purpose like online shopping, 
chatting etc. The progress of social media such as reviews, 
forum discussions, blogs, micro-blogs, Twitter, comments, 
and postings in social network sites on the Web, individuals 
and organizations are progressively more using the content 
in these media for decision making. Presently, if one wants 
to purchase a customer product, there is no need to asking 
to friends and family about opinion because there are a lot of 
user reviews and discussions in public forums on the Web 
about the product. For an organization, it may no longer be 
essential to carry out surveys, opinion polls, and focus 
groups in order to collect public opinions because there is a 
huge quantity of such Information publicly available. Each 
site typically contains a large volume of opinion text that is 
not always easily translated in long blogs and forum 
postings. The average human reader will have complexity 
identifying relevant sites and extract and summarizing the 
opinions in them. Automated sentiment analyses systems 
are thus needed.  During an online shopping huge number of 
reviews/opinions are given by the users that replicate 

whether the product is good or bad. These reviews need to 
be explored, analyze and organized for better decision 
making.  
Nowadays, huge number of user reviews or suggestions on 

everything is present on the web. Reviews may contain the 

reviews on dissimilar electronic products, books, user or 

critic reviews on movies etc. which helps other users in their 

decision making. Reviews are rising in a faster rate day by 

day because every user likes to give their opinion on the 

Web. Huge numbers of reviews are available for a single 
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product which makes complex for a customer to read all the 

reviews and make a decision. Thus, mining this data, 

discover the user opinions and categorize them is a 

significant task. Opinion Mining is a Natural Language 

Processing (NLP) and Information Extraction (IE) task that 

aim to get feelings of the writer expressed in positive or 

negative comments by examine a huge number of 

documents. The main job of Sentiment analysis is to 

categorize the documents and decide its polarity. Polarity is 

expressed as positive, negative or neutral. 

There are three stages on which sentiment analysis can be 

carried out. Document level: categorize the entire document 

as positive, negative or neutral and usually known as 

document-level sentiment classification. Sentence level: 

Categorize the sentences as positive, negative or neutral 

usually known as sentence-level sentiment classification. 

Aspect & Feature level: Classifies sentences/documents as 

positive, negative or neutral based on the aspects of those 

sentences/documents usually known as aspect-level 

sentiment classification. 

 

2. RELATED WORK 
 

Document level Sentiment Orientation System based on 

unsupervised approach that determines the sentiment 

orientation of documents. Sentiment orientation determines 

the polarity of documents; it categorizes the documents as 

positive and negative. This method helps the users in 

decision making by providing the summary of total number 

of positive and negative documents. Projected approach 

extracts the opinion words from the documents and 

determines the corresponding polarity of the documents. 

WordNet is used as a dictionary to decide the opinion words 

and their synonyms and antonyms. User and critic reviews of 

the movies were composed and apply as an input to the 

system. The system organize each document as positive, 

negative and neutral and present the total number of 
positive, negative and neutral number of documents 

independently in the output. The output occurred by the 

system helpful for the users in decision making, they can 

easily recognize the total number of positive and negative 

documents are present. The polarity of the given documents 

is evaluated on the basis of the majority of opinion words.[1] 

Huge numbers of movie reviews are generated from 

dissimilar websites. Movie reviews hold the user and critic 

reviews, there are a variety of websites accessible on the 

web which has movie reviews like movies.ndtv.com, 

www.rottentomatoes.com, www.imdb.com etc. ending 

results are presented in graphical charts. To calculate how 

well the system categorize each document as evaluate to 

human decision, all the documents were manually 

categorized and the related opinion was determined. The 

results were then compared with the result of the system. 

Same reviews were also applied to the other system named 

as “AIRC Sentiment Analyzer” available online[14]. at last the 

results of the two systems were compared and the results 

have shown that the results of the document based 

Sentiment orientation system are good than that of AIRC 

Sentiment Analyzer. 

To evaluate sentiment analysis, makes two important 

participations. First, it evaluates the use of ‘Adverb+Verb’ 

join with ‘Adverb+Adjective’ combine for document-level 

sentiment classification of a review. Second, it suggested a 

new feature-based heuristic scheme for aspect-level 

sentiment classification of a movie. The aspect level 

sentiment classification provides a correct and easy to 

understand sentiment profile of a movie on various aspects 

of interest. Interestingly, the aspect-level sentiment profile 

output is comparing to the document level sentiment 

classification of reviews of a movie. Though, the aspect-level 

sentiment profile provides a more focused and correctly 

sentiment summary of a specific movie and is more required 

for the users. The results demonstrate that adding the 

sentiment score of ‘Adverb+Verb’ joins to the commonly 

used ‘Adverb+Adjective’ combine further get better the 

accuracy of sentiment classification. The best factor for verb 

scores get through numerous experimental runs is 30%. 

They have composed 10 reviews each for 100 Hindi movies 

from the popular movie review database website 

www.imdb.com.They have categorized all these reviews 

manually to evaluate performance of our algorithmic 
formulations. Out of 1000 movie reviews composed, 760 are 

labelled positive and 240 are labeled as negative reviews. [2] 

Mejova [3] has scientifically explored feature definition 

and selection strategies for sentiment polarity 
categorization. Also used complex aspects including feature 

selection using frequency based vocabulary trimming, Part 

of Speech and lexicon selection. Parse and Paraphrase 

paradigm to assess the degree of sentiment for product 

reviews. The extraction of lexical feature such as 

unigram/bigram also complex the sentiment classification 

task.[4].  

Ding, Liu [5] has focus on job to make a decision whether 

the explanation are positive or negative That is, given a set of 

product features of a product, he has precisely evaluate the 
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semantic orientations of opinions expressed on each product 

feature by each reviewer. Semantic orientation means 

whether the opinion is positive, negative or neutral. It has 

properly defined the problem, where mission is realistic and 

has a lot of applications. Although some works on opinion 

mining exist, there is still not a general structure or model 

that clearly articulates a variety of aspects of the trouble and 

their relations. A lexicon-based method is projected to use 

opinion bearing words or simply opinion words to perform 

task. Opinion words are words that are usually used to 

convey positive or negative opinions (or sentiments), e.g., 

“amazing”, “great”, “poor” and “expensive”. The process 

basically calculates the number of positive and negative 

opinion words that are close to the product feature in each 

review sentence. If there are extra positive opinion words 

than negative opinion words, the final opinion on the feature 

is positive and otherwise negative. The opinion lexicon or 

the set of opinion words was found through a bootstrapping 

process using WordNet (http://wordnet.princeton.edu/). 

This process is easy and efficient, and gives sensible 

outcome. However, this method has some major limitation. 

The proposed technique has been estimated using the 

benchmark review data set used in [2] which consists of a 

huge number of reviews of five products, and a new data set 

contains reviews of three products. To automatically remove 

opinions from the Internet typically consider opinions to be 

expressed through adjectives, and make wide use of either 

general dictionaries or experts to produced the nearest 

adjectives. Unfortunately, these techniques suffer from some 

limitations: in a specific area, a given adjective may either 

not exist or have a dissimilar meaning from another domain. 

In this paper [6], suggest a new approach focusing on two 

steps. First, we automatically fetched a learning dataset for a 

specific domain from the Internet. Secondly, from this 

learning set we retrieved the set of positive and negative 

adjectives applicable to the domain. The usefulness of this 

approach was demonstrated by experiments performed on 

real data. 

Minqing Hu and Bing Liu studied the problem of 

generating feature-based summaries of user reviews of 

products sold online. Here, features largely indicate product 

features (or attributes) and functions. Given a set of user 

reviews of a specific product, the aim is to involve three 

subtasks: Evaluating features of the product that user have 

expressed their opinions on (called product features) for 

every feature, Evaluating review sentences that provide 

positive or negative opinions and provide a summary using 

the exposed information. He has determined experiments 

using the user reviews of five electronics products: 2 digital 

cameras, 1 DVD player, 1 mp3 player, and 1 cellular phone. 

The reviews were gathered from Amazon.com and 

C|net.com. Products in these sites have a huge number of 

reviews. Each of the reviews involved a text review and a 

title. More information available but not used in this project 

contain date, time, author name and location (for Amazon 

reviews), and ratings. For each product, firstly downloaded 

the first 100 reviews. These review documents were then 

cleaned to remove HTML tags. After that, NLProcessor [15] is 

used to generate part-of-speech tags. The purpose of this 

paper is to produce a feature-based summary of a huge 

number of user reviews of a product sold online. This 

experimental outcome indicates that the proposed 

techniques are very effective in performing their tasks. [7] 

The average recall of opinion sentence extraction is nearly 

70%. The average precision of opinion sentence extraction is 

64%. 

Min Kim [8] has address the challenge difficulty in 

sentiment analysis that is given a Topic (e.g.,“Should 

abortion be banned?”)  and a set of texts about the topic, find 

the Sentiments expressed about (claims about) the Topic 

(but not its supporting subtopics) in each text, and evaluate 

the user who hold each sentiment. To avoid the difficulty of 

distinguish between shades of sentiments, make simpler the 

difficulty to: recognize just expressions of positive, negative, 

or neutral sentiments, together with their holders. For this 

100 sentences were chosen from the DUC 2001 corpus with 

the topics “illegal alien”, “term limits”, “gun control”, and 

“NAFTA”. Two humans annotated the 100 sentences with 

three groups (positive, negative, and neutral)  

Dave, Lawrence describes a tool for sifting through and 

manufacture product reviews, automating the sort of work 

done by aggregation sites or clipping services. They started 

by using structured reviews for testing and training, 

evaluating accurate features and scoring methods from 

information retrieval for formative whether reviews are 

positive or negative. [9] Peter Turney introduces a simple 
unsupervised learning algorithm for rating a review as 

thumbs up or down. The algorithm has three phases Extract 

phrases containing adjectives or adverbs, Estimate the 

semantic orientation of every phase, and categorize the 

review based on the average semantic orientation of the 

phrases. In experiments with 410 reviews from Epinions, the 

algorithm manages an average accuracy of 74%. It appears 

that movie reviews are hard to classify, because the whole is 

not essentially the sum of the parts; thus the accuracy on 

movie reviews is about 66%. On the other side, for banks and 

automobiles, it seems that the whole is the sum of the parts, 
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and the accuracy is 80% to 84%. Travel reviews are an 

transitional case. In this paper, present a simple 

unsupervised learning algorithm for classifying a review as 

suggested or not suggested. The algorithm takes a written 

review as input and provides a categorization as an output. 

The first phase is to use a part-of-speech tagger to evaluate 

phrases in the input text that involved adjectives or adverbs. 

The second phase is to evaluate the semantic orientation of 

every extracted phrase.  A phrase has a positive semantic 

orientation when it has nice associations (e.g., “romantic 

ambience”) and a negative semantic orientation when it has 

poor associations (e.g., “horrific events”). The third phase is 

to allocate the given review to a class, suggested or not 

suggested, based on the average semantic orientation of the 

phrases retrieved from the review. If the average is positive, 

the prediction is that the review recommends the item it 

discusses. Otherwise, the prediction is that the item is not 

suggested. [10] Bo Pang and Lee discussed the difficulty of 

categorize documents not by topic, but by overall sentiment, 

e.g., decide whether a review is positive or negative. 

Using movie reviews as data, discover that standard machine 

learning techniques definitively outperform human-

produced baselines. However, the three machine learning 

process are employed (Naive Bayes, maximum entropy 

classification, and support vector machines) do not carry out 

as well on sentiment categorization as on traditional topic-

based classification. In this paper, author examines the 

effectiveness of applying machine learning techniques to the 

sentiment classification problem. A demanding aspect of this 

problem that seems to distinguish it from traditional topic-

based classification is that while topics are often individual 

by keywords alone, sentiment can be expressed in a more 

subtle manner. For example, the sentence “How could 

anyone sit through this movie?" indicated not a single word 

that is purely negative. Thus, sentiment seems to need more 
understanding than the usual topic-based classification. So, 

apart from present results obtained via machine learning 

techniques, author also analyzes the difficulty to gain a good 
understanding of how difficult it is. For experiments, author 

chose to work with movie reviews. This domain is 

experimentally convenient because there are huge on-line 

collections of such reviews, and because reviewers often 

summarize their overall sentiment with a machine-

extractable rating indicator, such as a number of stars; thus, 

no need to hand-label the data for supervised learning or 

evaluation purposes. Data source was the Internet Movie 

Database (IMDb) archive of the 

rec.arts.movies.reviews.newsgroup.  He has selected only  

reviews where the author rating was articulated either with 

stars or some numerical value (other conventions varied too 

broadly to permit for automatic processing). Ratings were 

automatically retrieved and transformed into one of three 

classes: positive, negative, or neutral. For the work described 

in this paper, he has concentrated only on selective between 

positive and negative sentiment. To avoid dominance of the 

corpus by a minimum number of reviewers, he has forced a 

limit of smaller than 20 reviews per author per sentiment 

category, yielding a corpus of 752 negative and 1301 

positive reviews, with a total of 144 re-viewers represented. 

This dataset will be available on-line at 

http://www.cs.cornell.edu/people/pabo/movie-review-

data/ [11]  

Table -1: Accuracy of Different Domain 
 
Domain of Review Number of Reviews Accuracy 

Automobiles 75 84.00 % 

Banks 120 80.00 % 

Movies 120 65.83 % 

Travel  95 70.53 % 

 

 

Chart -1: Accuracy of Different Domain 
The results produced via machine learning techniques are 
quite fine in comparison to the human-generated baselines.  
In terms of comparative performance, Naive Bayes tends to 
do the worst and SVMs tend to do the best, although the 
differences are not very large 
 
 

3. APPLICATIONS 
 

For any aspects, review is very important either positive 

or negative. Many users refer these reviews for take a 

decision. It plays as decision making role for different 
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purpose such as, in movie review user confirm that is this 

movie good or bad, for selected any type of product people 

think about purchase, for business purpose, organization 

take feedbacks from customer to improve product quality 

and check the competitors product rating, in politics, what 

do people think about this candidate or issue, predict 

election outcomes or market trends from sentiment. 

4. EXISTING TECHNIQUES 
 

In literature review, different techniques used such as 

naïve bays, support vector machine, unsupervised learning 

algorithm, NLProcessor [15] is used to generate part-of-

speech tags. to identify phrases, maximum entropy 

classification, feature-based heuristic scheme for aspect-

level sentiment classification of a dataset, A supervised 

learning algorithm combines multiple sources of evidence to 

label pairs of adjectives as having the same semantic 

orientation or different semantic orientations. The result is a 

graph where the nodes are adjectives and links indicate 

similarity or difference of semantic orientation.  A clustering 

algorithm processes the graph structure to produce two 

subsets of adjectives, such that links crossways the two 

subsets are mainly dissimilar-orientation links, and links 

inside a subset are mainly same-orientation links. 

 
 
5. CONCLUSIONS 
 

From this paper we conclude that mentioned 

techniques provide good result and accuracy but it is depend 

on type of dataset. Same technique apply on electronic 

products gives good accuracy and for movie reviews, 

accuracy is decreased, these technique provides best result 

for banks and automobiles products it seems that the whole 

is the sum of the parts, and the accuracy is increased. Our 

proposed work is to determine the level of review accuracy 

result achieved by the system.  
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