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Abstract - The Finite Impulse Response (FIR) filter are a 
class of digital filter that have finite impulse response and are 
extensively used in signal processing and communication 
system in applications like noise reduction, echo cancellation, 
image enhancement, speech and waveform synthesis etc. As 
the complexity of implementation grows with the filter order 
and the precision of computation, real-time realization of 
these filters with desired level of accuracy becomes a 
challenging task. In this paper we are going to optimize the 
area and increase the speed of FIR filter by the use of efficient 
adders and multipliers.  
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1. INTRODUCTION  
 
A filter is a device or process that removes some unwanted 
component or feature from a signal. Filtering is a class of 
signal processing, the defining feature of filter being the 
complete or partial suppression of some aspect of the signal. 
Impulse Response: A filter can be described in terms of its 
response to an impulse input. 
Impulse response is useful because: 
(i) Any signal can be viewed as the sum of a number of 
shifted and scaled impulses, hence the response a linear 
filter to a signal is the sum of the responses to all the 
impulses that constitute the signal. 
(ii) An impulse input contains all frequencies with equal 
energy, and hence it excites a filter at all frequencies 
(iii) Impulse response and frequency response are Fourier 
transform pairs. 
A digital filter uses a digital processor to perform numerical 
calculations on sampled values of the signal. Digital filters 
eliminate a number of problems associated with their 
classical analog counterparts and thus are preferably used in 
place of analog filters. 
 

1.1 FIR Filter 
 

FIR filters are said to be finite because they do not have 
any feedback. Therefore, if we send an impulse through the 
system (a single spike) then the output will invariably 
become zero as soon as the impulse runs through the filter. A 
non-recursive filter has no feedback and its input-output 
relation is given by  

Y(n) = Ʃ H(k)*X(n-k)  where k=0, 1….N-1 

The output of a non-recursive filter is a function only of 
the input signal . The response of such a filter to an impulse 
consists of a finite sequence of M+1 samples, where M is the 
filter order. Hence, the filter is known as a Finite-Duration 
Impulse Response (FIR) filter. Other names for a non-
recursive filter include all-zero filter, feed-forward filter or 
moving average (MA) filter a term usually used in statistical 
signal processing literature. 

The basic characteristics of Finite Impulse Response (FIR) 
filters are: 

a) Linear phase characteristic 

b) High filter order (more complex circuits) 

c) Stability 

 

Fig 1: 4 Tap FIR Filter 

Where, H0, H1, H2 & H3 are 8 bit  impulse response & Xn is 
the input signal. 

In Fig 1 . D is the D register and H (n) and X(n) are convolved 
using reversible multiplier. And addition of convolved result 
is performed using QCA adder. The result obtained after 3 
additions is the filter output Y (n). 

 

1.2 8 bit Reversible multiplier 
    
 Multiplication includes two basic steps. First step is the 
generation of partial products and the second one is the 
addition of the generated partial products. The partial 
products can be generated using Fredkin gate. When one of 
the input to the Fredkin gate is assigned a constant value of 
zero, then the Fredkin gate behaves like an AND gate and 
partial product can be generated. The generated partial 
products can now be added using Parallel ripple carry adder 
that is designed by cascading the HNG gate. For a 4x4 
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multiplier, 16 Fredkin gates are required for generating the 
entire partial products. Three stages of reversible ripple 
carry adder using HNG gate is required for adding the above 
generated partial products and obtaining the final 8bit 
product. 

 
     In this n x n reversible multiplier is designed using HNG 
and Fredkin gates. The basic cell for such a multiplier is the 
full adder block. It is evident from the figure that the TSG 
gate can act as full adder when one of the inputs is assigned a 
constant value of zero. C is assigned as zero the HNG gate 
acts as a full adder and the sum and carry output is obtained 
at S and R respectively. The HNG gate implemented as a full 
adder. Half Adder is implemented using Feyman Gate and 
Fredkin Gate.   

 
 
Fig 2: 4*4 Reversible multiplier 

 
1.3 QCA adder 
 
     The logic elements of QCA are an inverter and majority 
gate. An inverter is designed by positioning cells diagonally 
from each other to achieve the inversion functionality. A 
majority gate consists of five QCA cells that realize the 
function of M (a; b; c) = ab + bc + ac. 
 
 
 

 
 

Fig 3: Majority cell 
 
       Carry-look ahead is arguably the most important 
technique in the design of fast adders, especially large ones. 

 
Fig 4: Carry chain 

 
 

 
Fig 5: Sum block 
 
In straightforward addition, e.g. in a ripple adder, the 
operational time is limited by the (worst-case) time allowed 
for the propagation of carries and is proportional to the 
number of bits added. So faster adders can be obtained by 
devising a way to determine carries before they are required 
to form the sum bits. 
 
       A carry, Ci, is produced at bit-stage ‘i’ if either one is 
generated at that stage or if one is propagated from the 
preceding stage. So a carry is generated if both operand bits 
are 1, and an incoming carry is propagated if one of the 
operand bits is 1 and the other is 0. Let Pi and Gi denote the 
generation and propagation, respectively, of a carry at stage 
i, Ai and Bi denote the two operands bits at that stage and Ci-1 

denote the carry into the stage. Then we have  
Gi=AiBi  
Pi = Ai^Bi  
Ci = Gi + PiCi -1 and  
The sum can be written as, 
Si == Pi^Ci-1 which allows the use of shared logic to produce Si 
and Pi. 
 
This carry block is cascaded with the propagate and generate 
block. So, that carry is obtained. And the sum block is 
cascaded with carry block. So, that the sum is obtained.  
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2. RESULT 

When, X(n)=00110001(49), H0=00101000(40), 
H1=00110110(54), H2=01000110(70), H3=10000001(129) 

Y (n) =49*(40) + 49*(54) + 49*(70) + 49*(129) 

=0011100000010101(14375) 

 

Fig 6: Simulation results of FIR filter. 

 

 

Fig 7: Device Utilization summary of FIR 

 

Timing Summary Delay 

Input arrival time before clock 12.381ns 

Output arrival time after clock 11.168ns 

Maximum combinational path delay 14.866ns 

 

Fig 8: Timing Summary 

 

 

3. CONCLUSIONS 
 
In this paper, a FIR filter using reversible multiplier and QCA 
adder for area efficient design is implemented. . The above 
designs is modeled using Verilog. Xilinx Project Navigator 
14.7 is used as a synthesis tool and ISE simulator is used for 
simulation. The proposed architecture achieves better 
advantages in terms of area, power and delay when 
compared to other architectures. 
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