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Abstract - The current improvement in the digital storage 
media, image capturing devices like scanners, web cameras, 
digital cameras and rapid development in internet provide a 
huge collection of images. This leads to the retrieval of these 
images for visual information efficiently and effectively in 
different fields of life like medical, medicine, art, architecture, 
education, crime preventions. To achieve this purpose many 
image retrieval systems have been developed. Image Retrieval 
and Content based image retrieval (CBIR) system since it is 
now a big need of society. CBIR is a method for finding similar 
images from large image databases. Different approaches are 
used for Content based image retrieval, out of which Scale 
invariant feature transform is very popular. In this paper, we 
discuss the Content based image retrieval by SIFT and SVM. 
Results obtained in several experiments proposed to evaluate 
the application of Scale Invariant Feature Transform (SIFT) in 
content based Image Retrieval (CBIR) systems. 
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1. INTRODUCTION  
 
The field of Image Retrieval concerned with the study of 
searching and browsing digital images from database 
collection. Different Approaches are used for the image 
retrieval. Free browsing, keyword based image retrieval or 
text based image retrieval; these different approaches are 
previously used in image retrieval. But these methods having 
some drawbacks. Because of its limitations and scalability 
problem, the new image retrieval method is emerged named 
as Content based Image retrieval (CBIR). Though there is a 
progress in image retrieval, the performance is still not 
satisfied, since the presence of semantic gaps. Semantic gap 
is defined as the gap between low level feature and High 
level feature. Many techniques are used to capture scene 
semantics in image processing and computer vision [9]. Out 
of which Scale Invariant feature transform (SIFT) is used in 
many applications [10]. Prof. David Lowe proposed SIFT 
Algorithm in ICCV 1999[1] after it is refined in 2004 in IJCV 
[3], which is cited more than 31,000 times till now. SIFT is 
used in various applications. Let’s have an introduction to 
SIFT Algorithm. 

2. The SIFT APPROACH 

Following are the four major stages of computation in SIFT 
Algorithm used to generate the set of image features: 

 
2.1 Scale-space extrema detection:  

All scales and image locations are searched in the first stage 
of computation and it seeks to identify the potential interest 
point by difference-of-Gaussian (DoG) function it is 
implemented efficiently.   

The scale space of an image  is computed by the 

convolution of an image with variable-scale Gaussian. 

   (1) 

 

Where,  is the convolution operation in ,  is an 

input image,  is variable-scale Gaussian and  

 is scale space of an image. 

    (2) 

Difference of Gaussian is an algorithm for detecting edges in 
an image. Which help to identify potential interest points 
that are invariant to scale and orientation. DoG i.e. Difference 
of Gaussian function   can be computed from the 

difference of two nearby scales separated by a constant 
multiplicative factor . 

   (3) 

    (4) 

2.2 Keypoint localization: 
In the second stage, a detailed model is used to determine 
location and scale it at each candidate location. Based on the 
measure of keypoints stability they are selected, keypoints 
resistant to image distortion are stable keypoints. 

For detecting local maxima and minima of DoG each point is 
compared with its eight neighbors on same scale and nine 
neighbors in the scale above and below as shown in fig 1. 
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Fig-1 Keypoint localization at different scales. 
 
2.3 Orientation assignment:  
In the third stage, SIFT computes the direction of each image 
gradient. Based on local image gradient directions, one or 
more orientations are assigned to each keypoint location; its 
feature vector can be represented to this orientation so that 
rotation invariance can be achieved. 

Keypoint orientation can be calculated by orientation of 
histogram of local gradients from the closest smoothed 
image . The gradient magnitude and 

orientation can be computed using pixel differences 

for each image sample . 

 

   (5) 

   (6) 

    (7) 

     (8) 

2.4 Keypoint descriptor: 
In the fourth stage of computation, the local image gradients 

are measured at the selected scale in the region around each 

keypoint. These are transformed into a representation which 

allows for significant levels of local shape distortion and 

change in illumination. This approach has been named as the 

Scale Invariant Feature Transform (SIFT) because it 

transforms image data into scale-invariant coordinates 

relative to local features. Fig 2 shows the computation of the 

keypoint descriptors. A 2x2 descriptor array is computed 

from an 8x8 set of samples is as shown in figure 2, whereas 

in some  experiments  4x4 descriptors are computed from a 

16x16 sample array [3,11,14]. 

  

Fig-2 computation of the keypoint descriptors. 

By using equation (1),(2),(3),(4),(5),(6),(7) and (8) we 
have calculated the major stages of SIFT Algorithm. 

3. SUPPORT VECTOR MACHINE (SVM) 

The Support Vector Machine (SVM) is a state-of-the-art 
classification method introduced in 1992 by Boser, Guyon, 
and Vapnik. SVM are an innovative approach to constructing 
learning machines that minimize generalization error [6]. 
SVMs belong to the general category of kernel methods. And 
a kernel method is an algorithm that depends on the data 
only through dot products. This is the case; the dot product 
can be replaced by a kernel function which computes a dot 
product in some possibly high dimensional feature space. It 
has two advantages: First; the ability to generate non-linear 
decision boundaries using methods designed for linear 
classifiers. And second; the use of kernel functions allows the 
user to apply a classifier to data that have no obvious fixed-
dimensional vector space representation. Using SVMs 
effectively requires an understanding of how they work. 
When training an SVM the practitioner needs to make a 
number of decisions: how to pre-process the data, how to the 
kernel to use or work; and finally; setting the parameters of 
the SVM and the kernel [5]. Uninformed choices may result 
in severely reduced performance [7, 8, 12]. Compared with 
ANN, SVM are faster and can be used with number of genes, 
are more interpretable and deterministic. SVM offers 
advantage over other types of multivariate classifiers. They 
are free of optimization headache of neural network. 
Because they present the convex programming problem and 
guarantee of finding global solution [6,13]. Because of these 
we use SVM classifier.  
 

4. PROJECT FRAMEWORK 

When Query image is given to retrieve the same kind of 
image from the database, SVM is used as classifier which will 
label the Query image. At the same time the SVM is used for 
the Image database for labeling the all images in database. 
Once the Query image and database image is labeled then it 
will match the label of Query image and Database image to 
find which class problem was given as Query image. Then 
the SIFT algorithm is used for finding keypoints of that 
labelled images. Here dot product matrix, Euclidean distance, 
mahalanobis distance formula or Earth movers distance 
formula can be used for matching. But for efficiency in 
MATLAB, it is cheaper to compute dot products between unit 
vectors rather than Euclidean distances. So here we used dot 
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products. So that the resultant retrieved images are 
obtained. 
 

5. FLOWCHART 

 

Fig-3 Flowchart of Project work 

6. EXPERIMENTAL RESULTS 

The experimentation of proposed approach based on SIFT 
and SVM is carried out over Wang database of 100 images. 
This image database is prepared of 5 different categories. 
The 5 different classes we used are owl, bear, butterfly, 
Flower, sea beach. Each class has 20 images of its own 
category. Here, by using precision and recall we are finding 
the output results. 

             
           

 
 
Fig-4 Resultant Retrieved Images 

 

Precision=  

Recall=  

 
By using Precision and recall, we have calculated the final 
results. Precision is defined as the fraction of retrieved 
images which is relevant to a query. In contrast, recall 
measures the fraction of the relevant images which has been 
retrieved. 
 
Table-1. Precision and recall 

Sr. No. Category Query 

Image no. 

Precision Recall 

1. Owl 1 0.8 0.8 

2. Bear 22 0.85 0.85 

3. Butterfly 48 0.9 0.9 

4. Rose 

flower 

77 0.95 0.95 

5. Sea beach 85 1 1 

 

 

Fig -5: Precision and Recall  

7. CONCLUSION 

In this paper, we have discussed the results obtained in 
several experiments conducted to evaluate the application of 
the SIFT in CBIR tasks along with SVM classifier. In this 
approach, if no. of matches found in images are Maximum 
then only the % Match is at its Highest. So that the Resultant 
Retrieved Images are matched with Query Image with High 
Accuracy. The Resultant Retrieved Images shown in Results 
at first are Highly Matched; we can say 100% matched with 
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Query Image. Precision and Recall is High. SIFT works faster 
but the training time required is more. 

FUTURE WORK 

i. In our work, we have used SVM as a Classifier; we 
may get Better Results if any other Classifier is used 
along with SVM.  

ii. In our work SIFT is used for feature extraction, 
Along with SIFT we can use other features for Better 
Results. 

iii. In future we would like to Deal with fast processor 
and Large Memory, so that the retrieving Speed will 
get increased. 
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