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Abstract: Web mining is one of the data mining techniques to extract relevant information from the web and to analyze 
users’ web browsing patterns to identify users’ web interests and their needs. Web mining as a data mining technique to 
extract knowledge from World Wide Web pages and services. Web is very large, diverse, dynamic, and mostly 
unstructured data storage, it raises the difficulty to deal with the information from different perspectives. The users would 
get the relevant documents they want from search results with fast response time. The web service provider needs to 
watch the web usage of users to identify their interests. All of them need techniques and methods to facilitate the 
extraction of web contents, and conclude the appropriate knowledge in easy and accurate way. For all the previous 
reasons web mining became very active and important research area. Web contents are the primary information of web 
document, which usually include different types of data such as texts, images, hyperlinks. This unwanted web contents are 
called noise information and should be cleaned before mining web contents process begins. This system extends and 
advances to automatically generate and extract and mine structured web contents from different web pages based on 
similarity matching, and stores the extracted information in historical data warehouse. similarity matching of DOM tree tag 
nodes for identifying data blocks and data regions to be used , for generating web site content extraction, which contain 
similar data.  
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1. Introduction 

World Wide Web (WWW) now represents a huge repository of data source and Number of web pages is growing very fast 
every day in the world[1]. Web coverage of information is very wide and diverse, where users find some difficulties to 
retrieve all the information they want[2][3]. So, web data analysis and web content mining have become very important 
research area. Web content mining aims to extract useful knowledge from the contents of web and conclude future 
decision based on this knowledge. For example, web content mining can extract potential useful information about 
products or individual item from different web sites such as prices, titles, products series, etc. Web contents are 
heterogeneous in nature and can be in different formats, e.g., structured tables, texts, images, links, multimedia data, etc. 
So far there is no complete automatic extraction model catches the full diversity of web contents. Web pages contain 
different types of data  
 
 
which are embedded under different complex structures. The available approaches for extracting data contents from the 
web are manual wrappers, supervised wrapper induction, or automatic data extraction. This system is using an automatic 
extraction system that tries to extract diverse heterogeneous web contents. With the advent of Internet more and more 
information is available, and the need to search and query relevant data has become a difficult task for both humans and 
machines. 
 
One of the main goals of Information Extraction and the creation of Wrapping Systems is to generate Structured 
Information based on Web Pages in a way that can be automatically processed and transformed[5]. Due to the nature of 
the Information available in the Web, either by its origin, inconstancy or frequency of updatability, it is necessary to have 
advanced tools and algorithms in order to fill forms and iterate through pages in a dynamic and consistent way. wrapping 
are used There are and will be a huge number of legacy HTML applications,. Web wrappers are thus essential in 
interoperability efforts and used in selectively extracting structured content from semi-structured web sources [3].Data 
are valuable and very important because they represent the main theme of their websites and a list of such information 
represents a list of similar items, e.g., list of products, books, services, etc. Mining data is very useful because it allows 
different information from different web pages to be integrated together in one database, which add more web services 
like shopping comparisons, e-commerce, and web search. Web Sources allow access to deep web and underlying database 
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in HTML or semi-structured format, which makes it difficult task on any software to extract data objects and their related 
attributes from web pages. 
 

2. Proposed system 
 
One of the stages in content gathering is crawling. Crawling is an automated process of collecting data typically in 

hyperlinked documents [1]. A crawler systematically follows the hyperlinks between documents and stores the local 
copies in the database. The behavior of this crawler is defined in a configuration,  which enables to set up the parameters 
that we need such as the depth, maximum pages to fetch, stop condition, time to re-crawl etc.  
 
 
 
  
 

Fig.1 web content extraction approach 
 

2.1 Segment Classification 
 

The goal of segment classification is to break down the structure of a web document into smaller segments with certain 
granularity. our segmentation process is doing this segmentation from the Document Object Model (DOM) of the web 
document. this section describes about the DOM structure and shows how we use the DOM structure to perform 
segmentation of a web document. According to W3C specification [9], DOM is an application programming interface (API) 
for valid HTML and well-formed XML documents. It defines the logical structure of documents and the way how a 
document is accessed and manipulated. DOMis used to construct document, navigate through the structures of the 
document, and perform operations such as add, update, delete the properties of the elements. DOM is designed to be 
programming language independent in standard programming interface, 
 

2.1.1 DOM tree construction 

HTML CODE 
<html> 
  <head> 
    <title> Search Engines </title> 
  </head> 
<body 
  <ul> 
    <li>  
       <a href=www.yahoo.com> 
YAHOO </a> 
   </li> 
    <li>  
     <a href=www.google.com> 
GOOGLE </a> 
   </li> 
  </ul> 
</body> 
</html> 
 

Extract

ed data 

Segment 

Classification 
Wrapper Web page 

 

http://www.yahoo.com/
http://www.google.com/
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DOM TREE 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig.2 Example of DOM tree construction 
 

 
 

In the DOM,[4] the logical structure of a document is represented as a tree structure. An example of a DOM tree 
representation is shown in Figure 2. From the illustration we can see the DOM tree of the respective web document 
rendered on the web browser. In HTML elements are rendered in the browser correspond with one node in the DOM tree. 
For example, the DOM node which is indicated by the arrow sign in Figure 2 corresponds to the side menu in the rendered 
web document. The DOM based segmentation process starts from the body of the document and skips the HTML version 
information and header section since those two parts most likely will only contain scripting and style sheet declaration 
and they are not visible elements. In the body part of the document, there can be dozens of HTML elements inside. In order 
to focus our segmentation process we only interested to HTML elements which define structural style in the document. 
These elements basically are used to define sections in the document. There are several HTML elements which define 
structural element namely block level elements (div, span tags), list elements (ul, ol, li tags), table elements (table, tr, td 
tags). We traverse the nodes in the DOM tree in a depth first manner and for each node that we encounter; we check 
whether a node is a structural elements. If it is a structural element we need to check whether it is a good segment. The 
meaning of good in this context, is related to the content uniformity of the segments.  

An HTML document is first retrieved from the Web according to one or more retrieval rules. Once retrieved, it is 
fed to an HTML parser that constructs a parse tree following the Document Object Model. Extraction rules are then applied 
on the parse tree and the extracted information is stored in internal format . Instead of using raw HTML text, it uses the 
DOM tree representation of a web document. Receiving input of a HTML page, this system will parse the HTML string, 
construct the DOM, traverse the nodes recursively and filter out the non-informative content behind. Each of the filters can 
be turned on or off and customized to certain degree. Algorithm 1 illustrates the main filters of this system. Generally there 
are two sets of filter are used. The first set simply ignores specific HTML tag such as styles, links, and images. The second 
set consists of the advertisement remover, the link list remover, the empty table remover, and the removed link retainer. 
The advertisement remover maintains a list of advertisement server addresses to detect whether a DOM node contains 
advertisement elements. The link list remover employs a filtering technique by calculating the ratio between the number 
of links and non-linked words. This ratio will be compared to certain threshold which can be customized. The empty table 
remover simply removes table element which doesn't have substantial information inside it by looking at the number of 
characters. The removed link retainer adds link information back at the end of the document to keep the page browseable. 
After performing a series of filtering pipeline the final output can be customized as a transformed HTML document or plain 
text format. 
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Filtering Algorithm I 

Input:  N :DOM nodes 

1. Get the node type of N 
2. Find the parent of node N 
3. If node type is an element node then 

a. Get the node name 
4. If node name is DIV element then 

a. Remove the node N 
5. If node name is TD and the table is empty 

a. Remove the node N 
6. Otherwise add node to list. 

 
2.1.2 VISION-BASED PAGE SEGMENTATION (VIPS) ALGORITHM 
 
 VIsion-based Page Segmentation  is used to find all of the regions of which a document is to be composed. The different 

web designers provide visual cues that help people to recognize the different regions of a document. We use VIPS 

algorithm to separate the web pages into number of blocks based on visual features such as  horizontal or vertical rules, 

tables, fonts, or images [4][6]. 

 VIPS Algorithm 

Input: DOM tree and visual information 
Output: web page with different blocks 
 
1. The DOM tree of the input document is constructed , and it is enriched with information about visual features, e.g., 
position, background and foreground color, font, or background image 
2. Traverse the DOM tree and identify the sub regions.  

 Initially, the algorithm assumes that the whole document is a big region; it then traverses the DOM tree level after 
level and analyses each node to determine if it can be considered a sub region.  

 if a parent node has a child node of type hr, then that node must be divided into two sub regions;  

 if the background colour or a node is different from the background colour of one of its children, then that child is 

a sub region; 

  if a table cell does not have any sub regions, then the next table cell should not have any sub regions, either; and 

so on. 

3. Identify the separators that should not intersect the sub regions. 

 After discovering the sub regions in each level of the DOM tree, the algorithm calculates a collection of separators 

and its visual boxes that do not intersect with any of the sub regions. 

  In other words, a separator is an empty region within a document. 

  Each separator is assigned a weight that is related to the visual difference between the regions that it separates. 

The authors devised a number of heuristic to calculate the weight of a separator building on how similar the 

blocks it separates are, what colours they have, if a horizontal rule overlaps the separator, and so on. Adjacent 

regions that have a separator whose weight is smaller than a predefined threshold are merged. 

4. Once all of the regions have been identified, they are organized into a tree and is returned by VIPS. 

   Then separators are identified between the blocks in order to give the semantic structure of the web page.  <table> tag 

divides the web page into number of partitions . It consists of different subtree for both content and non content blocks. It 

is used in web pages such as yahoo which are developed based on multiple semantics. Fig 3 shows the block 

representation of Yahoo page. Yahoo page consists of News, Advertisement, search box, footers, related links, and images. 

Each and Everything in yahoo page is considered as blocks.  
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Fig 3 Block representation of Yahoo Home Page 

2.2 Feature Extractor 
 
The Feature Extractor (FE) algorithm is a content extraction algorithm which based on DOM block structures. The 
algorithm segments a web document into blocks and selects certain blocks to be extracted. A block here corresponds to the 
DOM sub tree nodes. The algorithm will start working from the root node and recursively splitting the document into 
blocks. They defined a set of HTML tags which denotes a block namely table, tr, hr, and ul. FE will extract the blocks which 
is dominant in certain features. In the context of content extraction, for example, we can set the feature we need it's the 
text properties. As a result the blocks that will be extracted will be those which is rich with text. The complete algorithm of 
FE is shown in Algorithm 3. The Feature Extractor, the variant of FE, works a little bit different, instead of simply choosing 
one single winning block the blocks which are able to pass the first iteration are clustered using a s clustering algorithm. 
Afterwards, the cluster with the highest probability for the desired feature is chosen as the winner. FE allows many kinds 
of features to be incorporated in the content extraction process however we have to select the features manually and 
define the proper threshold values. 

 
2.2.1. Informative Page Blocks Recognition 
 
Recognising Informative Page Blocks, relies on VIPS and is intended to identify the largest data region in a document. This 
algorithm is supervised, which implies that the user must provide a few examples of data records. The algorithm then tries 
to find the regions that contain structures that are similar to these records. 
 
Algorithm 3:  

1) It first finds a matching between the DOM trees that represent the data records that the user must provide. This 
matching builds on the algorithm proposed by the information extractor . The tree, which can be interpreted as a rule that 
allows to identify the trees in a document that have a data record that is similar to one of the sample data records provided 
by the user. 
2) It then uses VIPS  to segment the input document into a collection of candidate regions. 
3) It then applies a clustering algorithm to the previous candidate regions. The similarity function used is based on a 
distance. 
4) Next, each region in a cluster must be compared to the tree and the result is a score that is based on the distance. The 
total score of a cluster is the sum of the partial scores of its regions. 
5) The algorithm selects the cluster with the highest score and returns it as the data region in the input document. 
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2.3 WRAPPER Generation 
 
A Web wrapper is used to convert an HTML document into a form that intended software can understand. A Web wrapper 
is a [6] program which extracts data of interest from an HTML document and outputs the data in a structured form. 
Various wrapper construction tools [1] have been proposed for users to easily construct new Web wrappers for arbitrary 
Web documents. Wrapper construction from given extraction examples is one of the most popular approaches for such 
tools. In this approach, a user gives a set of portions of an HTML document as examples. Then the system constructs a new 
wrapper that extracts portions similar to given examples from the HTML document. The extraction manner of the wrapper 
depends on the given examples. Therefore, a user needs to make many trials with various combinations of examples until 
an intended wrapper is generated. Various interfaces for Web wrapper construction are proposed in previous studies. 
However, there are few studies that focus on the improving of this trial-and-error task. 
  The first class is called manual extraction, where a user or developer manually labels targeted items inside a web page 
and writes the extraction rules to extract such items. The manual approach suffers from many of problems, it is considered 
time consuming, requires a lot of human efforts to write extraction rules and update them. The second class is called 
wrapper induction, where a set of manually labeled pages are given and machine-learning techniques are applied to 
identify specific patterns and build extraction rules from large initial training web pages. The extraction rules are applied 
for further manipulation and extraction of data from subsequent pages that contain important information similar to those 
pages in training collections. Wrapper induction suffers from several problems, where manual labelling is still labor 
intensive and time consuming. In addition, wrapper needs regular maintenance by experts to accommodate the frequent 
changes and updates of websites to keep the extraction rules valid. The third class is automatic extraction, where a set of 
training pages are given and the extraction rules are built automatically. Automatic extraction system is able to extract 
web contents even if only one training page is given. Many of researchers consider current automatic web content 
extraction methods as inaccurate and make many assumptions about web pages which need to be extracted. Many of the 
important information on the web are contained in regularly structured format such as list of online electronic products 
objects. Such objects represent structured database records generated from underlying database of website and displayed 
in web page in a regular structured format. 
. 
 
  
 
       
 
 

Fig 4. Wrapper for extracting data from source 
 
The initial job of the Web wrapper is to retrieve the to-be-processed Web document. The retrieval layer is in charge of 
issuing an HTTP request to a remote server and fetching the corresponding HTML page as any Web browser would do. For 
the wrapper, it is completely transparent, all the job being done in the background by the retrieval layer: creation of the 
HTTP request, management of connections, handling of redirections and authorizations, etc. The retrieval layer is 
described by a set of retrieval rules that look like an interface definition: the name of the rule is followed by the list of 
parameters it takes, the type of the method (GET or POST) and the corresponding url [9].The url might contain some 
variables to be replaced by their string value in order to offer parameterization. For the POST method, parameters can be 
specified using the PARAM keyword. Some other information to be included in the HTTP request can also be specified. 
There are three main classes of data extraction from web. 
 

3. Conclusion 
Data mining for Web information extraction will be an important research in Web technology. To makes it possible to fully 
use the immense information available on the Web one must overcome many mining challenges before we can make the 
Web a richer, friendlier, and more intelligent resource that we can all share and explore. Many promising data mining 
methods can help achieve effective Web mining. But using data mining to find a user's profile patterns can further enhance 
these services. Although a personalized Web service based on a user's history could help recommend appropriate services, 
a system usually cannot collect enough information about a particular individual to warrant a quality recommendation. 
Either the traversal history has too little historical information about that person, or the possible spectrum of 
recommendations is too broad to set up a history for any one individual. So, customizing service to a particular individual 
requires tracing that person's Web history to build a profile, then providing intelligent, personalized Webservices based on 
that information. Collaborative filtering can be effective because it does not rely on a particular individual's past 

Wrapper Source 1   User 

Result 

User query 
User query 

Result 
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experience but on the collective recommendations of the people who share patterns similar to the individual being 
examined. This approach generates quality recommendations by evaluating collective effort rather than basing 
recommendations on only one person's past experience. Indeed, collective filtering has been used as a data mining method 
for Web Data Mining and effective result presentation in future 
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