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Abstract  The drawback in conformational search (CS) is in 

locating the most stable conformation of a molecule with 

the minimum potential energy based on a mathematical 

function.  The number of local minima grows exponentially 

with molecular size and this makes it that more difficult to 

arrive at a solution.  It had been confirmed that CS belongs 

to the category of NP-hard (non-deterministic polynomial 

time) problem.  Such complexity requires an equally long 

amount of time to achieve resolution.  This phenomenon is 

thus known as the 'combinatorial explosion'.   

Metaheuristic techniques have been constantly used in 

solving CS problems.  These population-based probabilistic 

techniques explore conformational space by random 

perturbation of atomic Cartesian coordinates or the torsion 

angles of rotatable bonds.  These methods focus on 

exploring a search space with maximum efficacy.   With one 

or more solutions in the beginning, metaheuristic method 

follows with a more iterative approach to optimize the 

search in promising areas away from local solutions.  This 

method is often employed in circumstances where the exact 

solution methods are unfeasible within a limited time frame.  

As such, this paper presents various past metaheuristics 

approaches that have been brought forth in regards to the 

problem of an effective exploration of the conformational 

states of molecular systems.  Each metaheuristic method is 

accompanied by its advantages and disadvantages. The 

concepts of each approach will be explained and their 

respective applications are discussed.   
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1. INTRODUCTION  
 
Conformational search (CS) is a term familiar to those in 
the field of applied mathematics and computational 
chemistry. CS is mathematically represented as a 
continuous global optimization problem. In CS, the 
variables are the torsion angles or coordinates that are 
used to represent the conformation of the molecule (e.g. 
polypeptide chain). The objective function value is the 
potential energy function. By varying the values of the 
variables, the global minimum value of the objective 

function can be achieved; that is to locate the most stable 
conformation of a molecule with the minimum potential 
energy. Years of research have seen CS performing 
important and widely used molecular modeling 
applications which include flexible rings and macrocycles 
molecules [1], cyclic, acyclic, mixed single molecules and 
host-guest complexes [2], molecules under inhibited 
conditions, peptide and protein folding [3],  simulations of 
protein-ligand docking [4, 5] and various drug design 
applications such as Quantitative Structure Activity 
Relationship (QSAR), virtual screening of virtual libraries 
and active analog approaches [6]. 

The exact methods are unable to solve the complexity of 
CS problems. Therefore, metaheuristic techniques [7] 
including genetic algorithm have become mandatory and 
has attracted considerable attention especially from 
evolutionary algorithm community.   

We have introduced a novel real coded genetic algorithm 
which is capable in solving two CS application problems i.e 
minimizing a molecular potential energy function and 
finding the most stable conformation of pseudoethane 
through a molecular model that involves a realistic energy 
function [8-12].  The focus of this paper has been pivoted 
on the five major categories of approaches including five 
common metaheuristic techniques that have been applied 
to CS problems. 

2. Application of Metaheuristic 
Techniques to Conformational Search 
Problems 
 
Metaheuristic techniques include all stochastic algorithms 
with randomization and local search. Randomization 
allows a shift from the algorithms in a local search to the 
global scale.  Therefore, almost all metaheuristic 
algorithms were designed to suit the global optimization.  
Metaheuristic algorithms consist of two major 
components namely exploration (diversification) and 
exploitation (intensification).  GA, Tabu search and 
particle swarm optimization are reported to heavily study 
on maintaining a good balance between exploration and 
exploitation in preserving diversity [13, 14].   
The function of exploration is such that it generates 
diverse solutions in order to explore the search space on 
the global scale. On the other hand, exploitation draws 
upon the local search region, in which the information of a 
current good solution in this region will be further 
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exploited. Good optimality is thus achievable through 
appropriate combination of these two major components.  
 

Metaheuristic algorithms are applied to difficult problems 
in which deterministic or traditional operations research 
techniques may not be suited. Table 1.1 outlines some 
complexities of the problems, which are difficult to solve.  
Although many metaheuristics techniques have been 
proposed in the literature to solve CS problems, a majority 
of these algorithms are directed toward low-energy 
solutions.  Furthermore, they explore the search space by 
applying some heuristic techniques to generate only 
random conformers without the generation of large 
number of conformations [15].       
 

However, providing a complete review to all the 
metaheuristic methods is rather impossible. The next sub-
sections present five widely used metaheuristic in solving 
CS problems found in the literature. These five algorithms 
are grouped into five kingdoms distilled from the broader 
fields of study of their own. The five kingdoms with their 
respective algorithms in the brackets are as follows: 
 
1) Probabilistic algorithms (Population-based incremental 

learning algorithms)  
2)  Markov chains algorithms (Monte Carlo) 
3)  Physical algorithms (Simulated annealing) 
4)  Swarm algorithms (Bees algorithms) 
5)  Other metaheuristic algorithms (Tabu search) 
 

2.1 Probabilistic Algorithms 
Probabilistic algorithms model a search problem space 
using a probabilistic model of candidate solutions. The 
primary aims of these approaches are hinges upon 
methods that build models and estimate distributions in 
search domains. Pelikan et al [16] presented a 
comprehensive summary of the core approaches and their 
differences of the field of probabilistic optimization 
algorithms. Among the most sought after algorithms in 
this group are Bayesian optimization algorithm, univariate 
marginal distribution algorithm, compact GA and cross-
entropy method. The following Section goes into detail on 
population-based incremental learning algorithm (PBIL) 
with examples based on CS problems. 
 

2.1.1 Population-Based Incremental 
Learning Algorithm 
 
PBIL was first developed by Shumeet Baluja in 1994 [17] 
through the combination of evolutionary optimization and 
hill climbing. It comes under a class of algorithms called 
estimation of distribution algorithms (EDAs) [18], also 
referred to as Population Model-Building Genetic 
Algorithms (PMBGA). This is a variant of the GA where the 
genotype of an entire population is evolved rather than 

individual members, thus reducing the memory required 
by the GA.   
 
The information processing objective of the PBIL is 
conducted by lowering the population of a candidate 
solution to a single prototype vector of attributes so that 
candidate solutions are created and assessed. Updates and 
mutation operators are performed to the prototype vector 
instead of the generated candidate solutions. The basic 
outline of the PBIL algorithm is shown in Fig 1.1. 
 
SM Long et al [19] conducted a CS of molecules using PBIL 
whereby only the changes in dihedral angels are 
considered to obtain the optimal value in the potential 
energy of the system. That being said, bond stretching and 
bond angle deformation are allowed in the calculation of 
the fitness of each conformation. As a result, PBIL was able 
to locate global energy minima of long alkane chains 
(highly flexible large molecules), and to obtain high-initial 
convergence rates on cycloheptadecane and drug-like 
molecules (rigid molecules).    
 

2.2 The Metropolis Algorithms 
This is a class of sample-generating methods that focuses 
on the stochastic sampling of a domain which provides 
good average performance and offers a low chance of the 
worst case performance. Using Markov chain random walk 
with known transition probability, it directly draws 
samples from various highly complex multi-dimensional 
distributions. Due to this characteristic, problem with 
huge degrees of freedom like CS, which has large, high-
dimensional search spaces becomes possible. Fig 1.2 
presents the Markov chain algorithm for optimization. The 
mechanism of Markov chain Monte Carlo method with 
examples given in CS area will be discussed in the 
subsequent section.     
 

 

        Start with ζ0 ∈ S, at t = 0 

           while (criterion) 

 Propose a new solution Yt+1; 

 Generate a random number 0 ≤ Pt ≤ 1; 

          ζt+1  =     

           end 

 

Fig. 1.2: Optimization as a Markov Chain [20] 
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 2.2.1 Monte Carlo Method 
 
Since the 1990s, Markov chain Monte Carlo has emerged 
as a powerful tool for Bayesian statistical analysis and 
potentially optimization with high nonlinearity. In the 
context of CS, Monte Carlo was used as a simulated 
method in order to locate the minimum energy structure 
of a given molecular system. The conformation is 
generated randomly by variations on the Cartesian or 
internal coordinates. The CS starts by calculating the 
energy, E0 for an arbitrary conformation. This is 
subsequent by randomly changing the dihedral angles to 
produce a new conformation then calculate its energy, E 
accordingly. If E < E0, then this new conformation is 
accepted as the starting point for the next iteration; or if 
the Boltzmann factor of the energy difference is larger 
than a random number between 0 and 1. Otherwise, the 
previous conformer is retained for the next iteration.   
 
The Boltzmann factor (BF): 

 BF =  

 
This process is recurrent up to a point where a set of low 
conformers has been generated.  Monte Carlo methods 
have been observed in peptides, proteins and bio-
molecular systems [21, 22]. 
 
 

2.3 Physical Algorithms 
 
Because it is inspired by physical processes, this group of 
algorithms can be easily referred to as nature inspired 
algorithms with mixtures of local neighborhood-based and 
global search techniques. Among the physical inspiring 
systems are music, complex dynamic systems like 
avalanches and the interplay between evolution and 
culture. The common approaches that belong to this group 
are memetic algorithm, extreme optimization, harmony 
search and cultural algorithm. The following section will 
uncover the details of simulated annealing (SA) from this 
group, inspired by metallurgy with examples given in CS 
problems. 
 

2.3.1 Simulated Annealing 
 
SA is an adaptation of the Metropolis-Hastings Monte 
Carlo algorithms. It is the study between statistical 
mechanics and liquids freeze or metals re-crystallise in the 
process of annealing. Fig 1.3 shows a general overview of 
SA. 
 
 
 
 
 

 

     s ← GenerateInitialSolution () 

     T ← T0  // Temperature parameter T 

     While termination condition not met do 

           s' ← PickAtRandom (N(s)) 

           If (f(s') < f(s) then 

 s ← s' 

           Else 

               Accepts s' as a new solution 

               probability p(T,s',s) 

           Endif 

           Update(T) 

         endwhile     

Fig. 1.3:  Simulated Annealing Algorithms [7] 

In an annealing process, a physical system is heated at 
high temperature and disordered until it melts and then 
slowly cooled so that the system at any time is 
approximately in thermodynamic equilibrium. The 
purpose of the entire arrangement is to upscale the size of 
the crystals in the material and reduce their defects, hence 
producing the most stable (crystalline) material. The 
energy of the atoms increase and the atoms move freely 
during the heating period. The strong suit of SA lies in its 
ability to avoid being trapped in local minima.  In terms of 
CS problems, at high temperature, this method is able to 
overcome the energy barriers to explore different regions 
of the conformational space. On the slow cooling schedule, 
it offers a new low-energy configuration to be discovered 
and exploited.   
 
Theoretically, SA can explore all conformational space. 
Besides torsional rotations, it can sample structural 
variations and thermodynamic properties can be derived 
from molecular dynamic movement. The drawback of this 
method is the infinite temperatures steps to be 
equilibrated, rendering the simulation impractical.  
Because of this, it is often time consuming and it tends to 
stay in a local minimum at low temperature. This method 
was widely applied in the CS of molecules [23, 24]. 
 

2.4 Swarm Algorithms 
 
Swarm intelligence refers to a field of computational 
systems that sprung from the collective intelligence 
through the interplay of various homogeneous agents in 
the environment. These agents include colonies of ants, 
flocks of birds, and schools of fish. They can be applied in 
searching for optimal solutions due to its adaptive 
features. The following section discusses bees algorithm 
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(BA) from this group as a dominant sub-fields of the 
paradigm in CS.   
 

2.4.1 Bees Algorithm 

BA is inspired by the foraging behavior of honey bees 
colony. The honey bees colony manages its foraging 
activity very well. In order to cover a wider search area, 
the foragers are sent in multiple directions 
simultaneously. Honey bees colony can fully concentrate 
on searching and selecting the most profitable nectar 
sources from the available sources with flexible 
adjustments in the searching pattern accurately [25]. 
Foraging in honey bees colony is aimed at gaining a 
maximum level of food by visiting the rich food sources. 
Fig 1.4 depicts the pseudocode of BA. 
 

HAA Bahamish et al [26] successfully implemented the 
bees algorithm in protein CS. The protein conformations 
are normally represented as a sequence of torsion angles 
[27-29]. The protein CS was conducted by diversifying the 
values of the torsion angles randomly to locate the lowest 
free energy conformation. The conformation energy was 
subsequently calculated using ECEPP/2 force fields [30]. 
 

2.5 Other Metaheuristic Algorithms 

A wide range of algorithms manage the application of an 
embedded neighborhood exploring (local) search process 
are grouped together under the category of other 
metaheuristic algorithm. These algorithms encompass 
random searches, scatter searches, hill climbing, iterated 
and guided local searches as well as variable 
neighborhood searches. These algorithms implement all 
sorts of strategies with different starting points issued to a 
neighborhood searching technique for refinement. This 
process is reiterated to arrive at the potential unexplored 
areas. The Tabu search (TS) from this group is discussed 
in the following section with examples given in CS.    
 

 

2.5.1 Tabu Search 

TS is based on "steepest descent-modest ascent" strategy. 
The procedure involves the search for the next local 
minimum, followed by modest ascent path to escape from 
that local minimum to find the next local minimum. TS 
employs a tabu list to circumvent reverse modes and 
cycles. The list memorizes the moves previously done by 
keeping a history of all recently considered candidate 
solutions. Whenever a new solution is adopted, it is 
riveted into the list. As the list gets longer, the older 
solutions will be removed and it is no longer taboo to 
reconsider. The main components of TS consist of a short 
term memory which is used to avoid retracting cycles and 

to escape from local minima. An intermediate-term 
memory structure is used to guide the search to different 
and more promising regions of the search space. A longer-
term memory structure is used as a learning process to 
promote a general intensity and diversity strategies. Fig 
2.5 gives a simple description of TS. 
 

     s ← GenerateInitialSolution 

      TabuList ← 0 

        While termination conditions not met do 

            s ← ChooseBestOf(N(s) | Tabulist 

            Update(TabuList) 

         Endwhile 

  

Fig. 1.5: Simple Tabu Search Algorithms [7] 

Search strategies for CS based on TS are reported in [31]. 
The study uses steepest descent-modest ascent strategy to 
determine the global minimum of a function. In the 
minimization process, variations in dihedral angles are 
accounted for with minute adjustments in angles and bond 
distances. The exploitation process was conducted by 
applying non-redundant internal coordinates and varied 
only the dihedral angles in order that the search would not 
be confined in local minimum. The approach was also 
successfully tested on molecules with various sizes. 
 

3. Conclusion and Future Works 

This paper provides various metaheuristic approaches 
that have been applied to various common CS problems 
over the last few decades.  It covers an overview of five 
popularly used metaheuristic approaches with their 
respective mechanisms on solving all kind of CS problems. 
Future reviews can look into other algorithmic methods to 
solve the CS problems.  
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Table 1.1: Why are Some Problems Difficult to Solve? [32] 

Items Descriptions 

1 A function, f may be noisy or varies with time; therefore, an entire series of solutions are 

required instead of a single solution. 

2 It is unfeasible to perform an exhaustive search for the best answer from a large pool of 

possible solutions. 

3 It is a challenging task to locate an optimum solution due to the possible solutions that are so 

heavily constrained.     

4 Only the solution to a simplification model of the problem is solved.  For example, Travelling 

Salesman Problem (TSP) is modeled as a graph; the nodes correspond to cities and the edges 

are the distances between the cities.  Several important parameters are being omitted such 

as petrol prices, time of the day, weather, traffic etc.      

 
 
 

 

 

  

 

  

 

 

 

 

 

 

 

 

 
 
 
 
 
 

 

Fig 1.1: Population-Based Incremental Learning Algorithms [19] 
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 1.  Initialize population with random solutions. 

 2.  Evaluate fitness of the population. 

 3.  While (stopping criterion not met) 

      // forming new bee population. 

 4.  Select elite bees. 

 5.  Select sites for neighborhood search. 

 6.  Recruit bees around selected sites and evaluate fitness. 

 7.  Select the fittest bee from each site. 

 8. Assign remaining bees to search randomly and evaluate their fitness. 

 9.  End while.      

  

Fig 1.4: Bees Algorithms [33] 

 

 

 

 


