
          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395 -0056 

                Volume: 03 Issue: 10 | Oct -2016                      www.irjet.net                                                                 p-ISSN: 2395-0072 

 

© 2016, IRJET       |       Impact Factor value: 4.45        |       ISO 9001:2008 Certified Journal       |        Page 319 
 

Knowledge Sharing Using Classification Strategy 

Akash Nitnaware, Pankaj Mali, Vaibhav Dhavale, Sachin Jagtap  

Department Of Computer Engineering , Trinity College of Engineering and Research, Pune,  Maharashtra, India 
akashnitnaware37@gmail.com, psmali212@gmail.com, sachinujagtap@gmail.com, 

vaibhavdhavale12@gmail.com 
 

---------------------------------------------------------------------***---------------------------------------------------------------------

Abstract - In synergistic situations, people may endeavor 
to procure comparable data on the web remembering the 
true objective to get information in one space. Case in point, 
in an association a couple of divisions may continuously 
need to buy business understanding programming and 
agents from these workplaces may have focused on online 
about various business knowledge devices and their 
components openly. It will be gainful to get them joined and 
share learned information. We inspect fine-grained 
information partaking in group arranged circumstances. 
We propose such learning sharing system by dissecting 
client information and coordinate it with fantastic master 
search for discovering right guides. 
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1. INTRODUCTION 
 
With the web and with accomplices/friends to get 
information is a one step to next step routine of 
various individuals. In a group circumstance, it could 
be fundamental that people endeavor to obtain near 
information on the web remembering the true 
objective to build specific data in single domain. 
Consider a case, in an association a couple of 
divisions may continuously need to buy business 
knowledge programming, and delegates from these 
divisions may have focused on online about various 
tools and their components uninhibitedly. In an 
examination lab, people are frequently revolved 
around errands which require equivalent 
establishment data.  

An examiner may require handling data 
mining issues using non-parametric graphical 
models which user is not familiar with yet rather 
have been focused on by another expert some time as 
of late. In these cases, contingent upon a right 
individual could be considerably more beneficial 
than examining without any other person’s 
contribution, since people can give handled 
information, encounters and live affiliations, stood 
out from the web. 

In general a person reaches for web to seek 
help. On internet many facts are available but it is 
difficult for user to settle with particular information 
or very hard to choose particularly. The search 
engines yield general information about searched 
terms but it cannot provide expert related to it. 

We propose such learning sharing system by 
dissecting client information and coordinate it with 
fantastic master search for discovering right guides. 
 
 
1.1 K-means Clustering 
 
Clustering is a method applied to combine data elements 

into relational groups. Its target is to partition 'n' number 

of observation into 'k' number of cluster where each of 

them belongs to cluster with its nearest mean. Clustering is 

unsupervised learning. The expectation maximization 

technique allows cluster to have different shapes. K-means 

clustering is centroid based technique. It is one of 

simplified unsupervised learning algorithm. 

Let  X = {x1,x2,x3,……..,xn} be the set of data points and V = 

{v1,v2,…….,vm} be the set of centers. 

1) Arbitrarily select 'c' cluster centers. 

2) Compute the separation distance between each data 

point and cluster centers. 

3) Allocate the data point to the cluster center whose 

separation distance from the cluster center is the least 

distance of all the cluster centers. 

4) Re-analyze the values in the new cluster center using: 

    

 where, ‘ci’ represents the number of data points in ith 

cluster. 

5) Re-compute the separation distance between each data 

point and new obtained cluster center's. 

mailto:akashnitnaware37@gmail.com
mailto:psmali212@gmail.com
mailto:sachinujagtap@gmail.com
mailto:vaibhavdhavale12@gmail.com


          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395 -0056 

                Volume: 03 Issue: 10 | Oct -2016                      www.irjet.net                                                                 p-ISSN: 2395-0072 

 

© 2016, IRJET       |       Impact Factor value: 4.45        |       ISO 9001:2008 Certified Journal       |        Page 320 
 

6) If none of the data point is reassigned then stop, or else 

repeat from step 3. 

1.2 SVM Classification 
 

Support vector machine (SVM) is supervised learning 
technique or method that processes data used for 
classifying and regression analysis. SVM constructs a 
prototype structure that converts various similar cases 
into one category or other. When performing linear 
classification by using kernel method and maps their input 
to high feature spaces. SVM builds projective space or set 
of hyper planes which can be used for classification of 
regression. Good separation is done by hyper plane. 

 

      

1. The line that maximizes the minimum margin is a good 

bet. 

2. The model class of “projective-space with a margin of 

m” has a low VC dimension if m is big.  

3. This maximum-margin separator is determined by a 

subset of the data points.  

4. Data points in this subset are called “support vectors”.  

5. It will be helpful computationally, if only a small fraction 

of the data points are support vectors, because the support 

vectors are used to decide which side of the separator a 

test case is on.  

6. The support vectors are shown by the circles around 

them.  

2. Literature survey  
 

Many times, people may try to get similar 
information on web to gain knowledge. It would be helpful 
to get them connected and share knowledge. New user is 
recommended to prefer that information which was 
already referred by another user. Fine grain sharing of 
knowledge in co-operative environment is introduced. [1] 

 
 Using large scale logs researchers evaluated how 

each model determines user interests. Here utility 

comparison of different sources for building model was 

achieved. After that investigation was done on query by 

using learning model to determine user interest of query. 

[2] 

Searching data on web for experts provides a solution for 

locating expert. Two general strategies may be presented 

firstly:- modelling of expert knowledge based on 

document and secondly:- locating document on topic and 

then find expert system. [3] 

CCS taxonomy is proposed for web pages like 

content, communication and search. The mechanism by 

which a user moves from page to page was observed. The 

study shows that half of various page-views online are 

content, 0.33 are communication and remaining 0.1667 

are search. [4] 

 Everyday data persistently increases in dimension 
and complexity. It is hard to manipulate data. Clustering 
algorithms are to be considered amongst the unsupervised 
classification techniques category. Clustering is applicable 
in various ranges of fields like marketing, e-learning or e-
business. After a specific number of repeated executions 
the elements change their cluster, so there is no use to 
redistribute data elements. K-means algorithm is used for 
this issue. K-Means works on methodology of the 
minimization of the average squared Euclidean distance 
between the data items and the cluster’s center (called as 
centroids). [5] 
 

3. System architecture 
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Registration: 

The user will need to register first in accordance to use the 

proposed system. The user needs to provide contact 

details such as email, mobile number, etc.  

Session: 

After registration, user will login to system and session 

will be created. Session consists of login time and query 

details. Session will be allocated until the user logouts. 

Algorithm: 

The algorithms will determine the way in which the work 

will be done. The algorithms used are K-means clustering 

for clustered elements and SVM for further operation i.e. 

classification. 

Database: 

The database will store user information, whether it  

may be search related or session related. The expert 

information and results will be displayed by through 

database.   

4. CONCLUSIONS 
 
We recognized uncovering fine-grained knowledge 
reflected by individuals associations with the outside 
world as the way to tackling this issue. We demonstrate 
the chances of digging errand tiny measurable angles for 
comprehending this information sharing issue. We leave 
these conceivable upgrades to future work. 
 
In this project we are detecting the expert of particular 
domain and their contact detail. These operations will be 
done by using our algorithms as follow. 
 

-K-means clustering is applied for creating 
different clusters in a manner corresponding to user 
search query. 

-SVM is applied for classification purpose in which 
the related query will be recommended to user. 

-Page Ranking algorithm is applicable for ranking 
purpose. We are providing ranking to the search keyword 
according to searching heat of that particular keyword. 
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