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Abstract - Abstract - A news classification task begins 
with a data set in which the class assignments are known. 
Classification are discrete and do not imply order. The goal of 
classification is to accurately predict the target class for each 
case in the data. Due to the Web expansion, the prediction of 
online news popularity is becoming a trendy research topic. 
Many researches have been done on this topic but the best 
result was provided by a Random Forest with a discrimination 
power of 73% accuracy.  So, in this paper, main aim is to 
increase accuracy in predicting the popularity of online news. 
Thus, Neural Network will be implemented to acquire better 
results. 
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1. INTRODUCTION 
 
There exists a large amount of information being stored in 
the electronic format. With such data, it has become a 
necessity of such means that could interpret and analyze 
such data and extract such facts that could help in decision-
making [1, 2, 3]. Data mining which is used for extracting 
hidden information from huge databases is a very powerful 
tool that is used for this purpose. News information was not 
easily and quickly available until the beginning of last 
decade. But now, news is easily accessible via content 
providers such as online news services [4, 5].  

A huge amount of information exists in form of text in 
various diverse areas whose analysis can be beneficial in 
several areas [6]. Classification is quite a challenging field in 
text mining as it requires prepossessing steps to convert 
unstructured data to structured information. With the 
increase in the number of news it has got difficult for users 
to access news of interest which makes it a necessity to 
categories news so that it could be easily accessed. 
Categorization refers to grouping that allows easier 
navigation among articles. Internet news needs to be divided 
into categories. This will help users to access the news of 
their interest in real-time without wasting any time [7, 8, 9]. 
When it comes to news it is much difficult to classify as news 
are continuously appearing that need to be processed and 
those news could be never-seen-before and could fall in a 
new category.  

In this paper, a review of news classification based on its 
contents and headlines is presented. A variety of 
classification has been performed in past that are: 

i. To evaluate a model, which first use data-driven 
models for predicting what is more likely to happen 
in the future, and then use modern optimization 
methods to search for the best possible solution 
given what can be currently known and predicted 
[10, 11, and 12]. 

ii. To implement neural network for classification of 
news based on features extracted. 

iii. To evaluate the performance using various 
parameters like Precision rate, Recall rate and 
accuracy.  

Definition: 1 

Recall rate (r) is the positives that has been detected by 
algorithm 
 
Definition: 2 
Precision rate (p) is the negatives that have been recognized 
by the algorithm. 

Definition: 3 

The accuracy is the exactness of the true values obtained by 
implementation of proposed algorithm. 

2. NEURAL NETWORK 

Below Figures describes the process of NN working in 
proposed work [12]. Training has been done using newff 
function in MATLAB. In this work. neural network loop will 
be run for 5 times so that desired output can be obtained 
effectively.  

 

Fig 1. Mean Square Error 
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The figure Above shows the value of obtained mean square 
error for 4 epochs having values 10 -1. 

 

Fig 2. Neural Network Functions 

Above figure shows the various function values based on 
neural network like gradient = 6.730, Mu= 1e-.7 and 
validation checks= 0 for 4 epochs. 

 

Figure 3. Neural Network Output 

Above figure shows the training output value of neural 
network and the obtained value = .866. 

3.  A GLANCE OF EXISTING TECHNIQUES 

Various algorithms has been proposed by authors, but in this 
literature survey only recently used methods has been 
presented [13- 25]. 

 

 

 

Table.1 Literature Survey 

Author(year) Title  Technology 

Vishawnath et.al 
(2014) 

Usage for Machine 
learning technique 

for text and 
document mining 

KNN algorithm 

Yun Lin et.al 
(2014) 

Study on text 
classification 

utilizing SVM-KNN 

SVM-KNN 
algorithm 

Zaghoul et.al 
(2013) 

Usage of Arabic 
Text Classification 

Based on 
Reduction of 

various Features 
Using ANN 

artificial neural 
network (ANN) 

Anuradha (2013) Text Classification 
using Relevance 
Factor as Term 

Weighing Method 
with NN Approach 

multilayer feed 
forward 

networks 

Nidhi and Gupta, 
(2012) 

A novel techniq for 
Punjabi text 
classification 

Naive Bayes 
and Ontology 

Based 
Classification) 

La Lei et.al 
(2012), 

Categorization 
Text utilizing SVM 

with exponent 
weighted ACO 

Ant Colony 
Optimization 

Saha et.al (2012), Web Text 
Classification Using 
a Neural Network 

Machine 
Learning 

Algorithm 

Aurangzeb et.al 
(2010) 

Ontology based 
text categorization 
- telugu documents 

survey of 
various 

techniques 

Luo et.al (2010), Feature selection 
for text 

classification using 
OR+SVM-RFE 

on 

Harrag et.al 
(2009) 

Neural Network 
for Arabic text 
classification 

SVD and ANN 

Ali and Ijaz et.al 
(2009) 

Urdu text 
classification 

 

SVM and Naive 
Bayes classifier 
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Mohammad Abdul 
et.al (2009) 

Text Classification 
Using Machine 

Learning 

feature vector 

Ikomonios et.al 
(2005) 

Using 
Machine Learning 

Techniques for 
Text Classification 

machine 
learning 

algorithms 

Mitra et.al (2005) Text classification 
using neuro-SVM 
model with latent 
semantic indexing 

Recurrent 
neural network 

(RNN) and a 
least squares 

support vector 
machine (LS-

SVM). 

Lam et.al (1999) Text categorization 
using neural 
network for 

Feature reduction 

PCA 

Frank and 
Bouckaert 

text classification 
using naive bayes 
with unbalanced 

classes 

Multino
mial naive 

Bayes (MNB). 

 

4. NEWS CLASSIFICATION WORKFLOW 

The main objective of text classification is the classification 
of documents into a settled amount of predefined classes. 
Every single archive could be in no class, several, or precisely 
one by any means. Our main goal is to utilize machine 
learning algorithm to understand NN classifier. 

Algorithm 1: Classification using NN 

Input: Training of D Documents 

Output: Classified Documents 

Split the training set T into training T and validation V 

Compute the accuracy on V of the classifier built on T  

Compute P using the documents in T  

For each document di ∈ T  

For each term j  

di,j = P1/δ j di,j 

Scale di so that ||di||2 = 1  

Compute the accuracy on V of the classifier built on T   

If accuracy does not decrease 

Accuracy will be measured using following classifier 

{Neural Network 

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4. Proposed Architecture 
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Load neural network for testing 

Display results 

End} 

5.  RESULT EVALUATION 

The whole simulation for proposed work has been done in 
MATLAB 2010a using various parameters like precision rate, 
recall rate as well as using accuracy. 

Table 2. NN Values 

Iterations Precision 
rate 

Recall 
Rate 

Accuracy 

2 0.78 0.047 99.86 

4 0.73 0.078 98.85 

6 0.76 0.085 98.88 

8 0.75 0.043 99.83 

10 0.71 0.079 98.82 

12 .79 .026 99.34 

14 .81 .034 99.45 

16 .76 .038 99.25 

 

Table 2 shows the different values shown by neural network 
classifier of Precision rate, recall rate and accuracy. The 
values are according to the different iterations. Average of 
precision rate is 0.76125; Recall rate has an average of 
0.05375 while the accuracy has an average of 99.285. 

 

Fig 5 Precision rate 

Precision rate values must be low to give good results and in 
proposed work, precision rate is having good rate values. 

 

Fig 6 Recall rate 

Also, the recall rate values must be low to give good results 
for proposed model and in proposed work, thisrate is having 
good rate values ranging from .026 to .079. 

 

Fig 7 Accuracy rate 

Accuracy is the best measure to evaluate the effectiveness of 
the system and in proposed work the accuracy values is 
nearby 99.46%. 
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Fig 8. Neural Network Graph 

The above figure shows the false acceptance rate and false 
rejection rate using neural network with respect to the  
number of itearations and shows that these performance 
parameters is having less measure which is having high 
accuracy on the basis of false acceptance rate and false 
rejection rate and shows that neural network classifier 
performance for the classification process of news. 

6. CONCLUSION 

It has been concluded that results showed that there are four 
types of categories that has been proposed like politics, 
financial and sports.Also the classification process has been 
implemented using neural network classifier. From 
simulation result it has been concluded that NN with 
accuracy 99.93 has been obtained and has provided good 
results w.r.t traditional methods. 
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