
          International Research Journal of Engineering and Technology (IRJET)             e-ISSN: 2395 -0056 

               Volume: 03 Issue: 01 | Jan-2016                        www.irjet.net                                                             p-ISSN: 2395-0072 

 

_____________________________________________________________________________________ 

© 2016, IRJET                                     ISO 9001:2008 Certified Journal                                                  Page 271 
 

A PROFICIENT RECOGNITION METHOD FOR ML-AHB BUS MATRIX 

K.Priya1, I.Jesintha2, J.Kannadasan3, T.Sivasakthi4, M.Surya5, G.Thiraviya Suyambu6 

1,2,3,4,5,6Assistant Professor 

1,2,3,4,5,6Roever College of Engineering & Technology-Perambalur, Tamilnadu, India. 
 

Abstract— Bus matrix with multilayer projected by ARM 
is a highly efficient on-chip bus that allows the parallel 
access between multiple masters and slaves. The 
proposed ML-AHB bus matrix utilizes the use of slave-
side arbitration. The ML-AHB bus matrixes of ARM 
suggest only transfer based fixed priority and round 
robin arbitration method. In this paper, we intend the 
design and completion of a flexible arbiter for the ML-
AHB bus matrix to sustain three priority policies, fixed 
priority, round robin, and dynamic priority method. The 
projected arbiter, who is self-annoyed, selects the 
possible arbitration method based upon the priority-
level notice and the necessary transfer length from 
masters so that the arbitration leads to maximum on the 
whole performance. The projected arbiter reduces area 
overhead and increases the throughput rate by making 
comparison with other schemes. 
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1. Introduction  

1.1 AMBA  

The Advanced Microcontroller Bus Architecture 
(AMBA) defines an on chip communications for 
designing highly efficient embedded 
microcontrollers. A typical AMBA system which 
is shown in figure 1.1.Three different buses is 
defined within the AMBA specification: 

• The Advanced High-performance Bus (AHB) 
• The Advanced System Bus (ASB) 
• The Advanced Peripheral Bus (APB). 
 

Advanced High-performance Bus (AHB) 
The AMBA AHB is for highly efficient, high clock 
frequency system modules. The AHB acts as the 
highly efficient system bus. AHB supports an 
efficient connection of processors, on-chip and 

off-chip external memory crossing point with 
low-power peripheral macro cell functions. AHB 
is also specified to make sure ease of use in a 
capable design flow using synthesis and 
automated testing techniques. 
 
Advanced System Bus (ASB) 

The AMBA ASB is for high performance system 
modules. It is an alternative system bus suitable 
for the uses where the highly efficient features of 
AHB are not required. It also supports the 
efficient connection of the processors, on chip 
and off chip memory interfaces with the low 
power macro cell functions. 

 
Advanced Peripheral Bus (APB) 

The AMBA APB is for low power peripherals. 
AMBA APB is optimized for minimal power 
consumption and it will reduce the interface 
complexity to support the peripheral functions. 
APB can also be used in the conjunction with any 
version of the system bus. 

 
1.2 Objectives of the AMBA specification 
The AMBA has been derived to satisfy the four 
key requirements: 

 To facilitate the time development of 
embedded microcontroller products with one 
or more CPUs or signal processors 

 To be technology independent and ensure 
that highly reusable peripheral and system 
macro cells can be migrated across a diverse 
range of IC processes and it be appropriate for 
full custom, standard cell and gate array 
technologies. 

 To minimize the silicon infrastructure that is 
required to support an efficient on chip and 
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off-chip communication for both operation 
and the manufacturing test. 

 
 
 
 
 
 
 

 
 

 
 
Fig 1.1 A Typical AMBA System 
 
 
A typical AMBA-based microcontroller 

An AMBA microcontroller is typically 
consists of a highly efficient performance system 
bus which is able to sustain the external memory 
bandwidth, on which the CPU, on chip memory 
.This microcontroller bus provides a high 
bandwidth interface between the elements with 
the majority of transfers. It also located on the 
high efficient bus is a bridge to the lower 
bandwidth.  

 
1.3 Other buses  

 
Avalon is the Altera's interface bus which is used 
by the Nios embedded processor. The Avalo 
switch fabric which has a set of pre defined 
signal types which has a user can connect one or 
more intellectual property blocks. The wizard-
based Altera's SOPC Builder system used to 
develop the tool which is automatically 
generates the Avalon switch using fabric logic. 
The generated switch fabric logic which includes 
the chips that elect the signals for the data-path 
multiplexing, address decoding, wait-state 
generation, interrupt priority assignment, 
dynamic bus sizing, multi master arbitration 
logic and advanced switch fabric transfers. The 

advanced transfers including streaming 
transfers, read transfers with latency and the bus 
control signals. Avalon masters and slaves who 
interact with each other that are based on a 
technique which is called the slave side 
arbitration. The Slave side arbitration will 
determines which master gains access to a slave, 
in the event that multiple masters could attempt 
to access the same slave at which the same time. 
 
Core Connect is an IBM developed on chip bus 
communications will link that enables chip cores 
from multiple sources to be interconnected to 
create the entire new chips. The Core Connect 
technology eases the integration and it reuse of 
processor, system, and peripheral cores within 
the standard product platform which is designs 
to achieve the overall greater system 
performance with more efficient. The Core 
Connect bus architecture which includes: 
processor local bus (PLB)-The PLB bus it 
addresses the high performance, low latency 
system modules and it will provides the design 
flexibility which is needed in a highly integrated 
SOC. on-chip peripheral bus (OPB)-The OPB bus is 
an optimized bus to connect to the lower speed 
peripherals and the low power consumption. 
Device control register bus (DCR)-The Device 
Control Register (DCR) bus is designed to 
transfer the data between the CPU's general 
purpose registers (GPRs) and the DCR slave 
logic's device control registers (DCRs). The DCR 
bus will removes the configuration registers 
from the memory address map, which reduces 
the loading and it improves the bandwidth of the 
PLB. The fully synchronous DCR bus will 
provides 10-bit address bus and 32-bit data bus. 
The DCR bus is typically implemented as a 
distributed mux across the chip. 
 
 
 
 



          International Research Journal of Engineering and Technology (IRJET)             e-ISSN: 2395 -0056 

               Volume: 03 Issue: 01 | Jan-2016                        www.irjet.net                                                             p-ISSN: 2395-0072 

 

_____________________________________________________________________________________ 

© 2016, IRJET                                     ISO 9001:2008 Certified Journal                                                  Page 273 
 

WISHBONE.  
Its purpose is to advance design which is reuse 
by alleviating system on- a-chip integration 
problems. This is proficient by creating a 
common, logical interface between the IP cores. 
This will improves the portability and the 
reliability of the system, and it will results in the 
faster time to market for the end user. It is 
recommended by the Open Cores as the interface 
to all the cores that require interfacing to other 
cores inside a chip (FPGA, ASIC, etc.). The 
Wishbone specification is different from the 
other specifications, as it makes use of RULES, 
RECOMMENDATIONS, SUGGESTIONS, 
PERMISSIONS and OBSERVATIONS. So we can 
say that Wishbone is to be a simple, open, and 
highly configurable interface. Where others have 
to be separate the interfaces for the high and low 
speed peripherals, Wishbone defines only one 
interface. This shouldn’t create a problem, as 
when you need a high and low speed bus, you 
can create 2 separate wishbone interfaces. 
Because of the highly configurable interface, 
users might have to create their own 
substandard of wishbone, specifying data order, 
meaning of tags, and additional features. This is 
probably also the cause why e.g. a generic 
Wishbone-to-AMBA bridge still hasn’t been 
developed yet. 

 
2 EXISTING METHOD 
 

Recently, the complexity design has become 
higher; SoC designs are in the need of a system 
bus with high bandwidth to perform multiple 
operations in parallel. To solve these bandwidth 
problems, there are several types of high-
performance on-chip buses had been proposed, 
such as the multilayer AHB (ML-AHB) busmatrix 
from ARM, the PLB crossbar switch from IBM, 
and CONMAX from Silicore. Among them, the 
ML-AHB busmatrix has been widely used in 
many SoC designs. This is because of the 

straightforwardness of the AMBA bus of ARM, 
which create a center of attention to the many IP 
designers, and the good architecture of the 
AMBA bus for applying embedded systems with 
low power. 

The ML-AHB busmatrix is an interconnection 
scheme which is based on the AMBA AHB 
protocol, which enables the parallel access paths 
between the multiple masters and slaves in a 
system. This is accomplish by using a more 
complex interconnection matrix and furnish the 
benefit of both increased overall bus bandwidth 
and a more flexible system structure. In 
particular, the ML-AHB busmatrix uses slave-
side arbitration. Slave-side arbitration is 
different from master-side arbitration in terms 
of appeal and contribution signals since, in the 
former, the master simply starts a burst 
transaction and it will waits for the slave 
response to proceed to the next transfer. 
Therefore, the unit of arbitration can be a 
transaction or a transfer. The transaction based 
arbiter multiplexes the data transfer which is 
based on the burst transaction, and the transfer 
based arbiter switches the data transfer that 
based on a single transfer. For a highly efficient 
on chip bus, several revision related to the 
arbitration scheme have been proposed, such as 
table-lookup-based crossbar arbitration, two-
level time-division multiplexing (TDM) 
scheduling, token-ring mechanism, dynamic bus 
distribution algorithm, and LOTTERYBUS. Yet, 
these approaches employ master-side 
arbitration. Therefore, they can only control 
priority policy and also it will have some 
limitations when handling the transfer-based 
arbitration scheme since master-side arbitration 
uses a centralized arbiter. 
 
3 PROPOSED METHOD 

 
In compare, it is achievable to deal with the 
transfer-based arbitration scheme as well as the 
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transaction-based arbitration scheme in slave-
side arbitration. In this paper, we propose a 
flexible arbiter based on the self motivated (SM) 
arbitration scheme for the ML-AHB busmatrix 
which is shown in figure 3.3. Our SA arbitration 
scheme has the following advantages: 1) It can 
alter the processed data unit; 2) it modifies the 
priority policies during runtime; and 3) it is 
straightforward to tune the arbitration scheme 
according to the uniqueness of the target 
relevance. Hence, our arbiter is able to not only 
deal with the transfer based fixed priority, round 
robin, and dynamic priority arbitration schemes 
but it also manage the transaction based fixed 
priority, round robin, and dynamic priority 
arbitration schemes. Additionally, our arbiter 
provides the desired transfer length based fixed 
priority, round robin, and dynamic priority 
arbitration schemes. In addition, the proposed 
SM arbiter selects one of the nine possible 
arbitration schemes based on the priority level 
notifications and the desired transfer length 
from the masters to ensure that the arbitration 
leads to the maximum efficient performance. 
 

 
 
Fig 3.1 Overall structure of the ML-AHB bus 
matrix of ARM 
 
The ML-AHB busmatrix of ARM which is shown 
in figure 3.1 is consists of the input stage, 
decoder, and output stage, including an arbiter. 

The input stage is in charge for holding the 
address and control in sequence when transfer 
to a slave is not able to originate immediately. 
The decoder decide which slave that a transfer is 
destined for which is shown in figure 3.2. The 
output stage is used to select which of the 
various master input ports is routed to the slave. 
Each output stage has an arbiter. The arbiter will 
determines which input stage has to perform a 
transfer to the slave and decides which the 
highest priority is currently. The ML-AHB bus 
matrix employs slave-side arbitration, in which 
the arbiters are located in front of the each slave 
port, the master will simply starts a transaction 
and it waits for the slave response to proceed to 
the next transfer. 
 

 
 
Fig.3.2 Decoding information of the 32-b 
address bus. 
 

 
 
Fig 3.3 Internal structure of our arbiter. 
 
3.1 SM ARBITRATION SCHEME FOR THE ML-AHB 
BUSMATRIX   

An theory is made that the masters can alter 
their priority level and it can issue the desired 
transfer length to the arbiters in order to 
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implement the SA arbitration scheme. This 
assumption should be valid because of the 
system developer that generally recognizes the 
features of the target applications. For example, 
some of the masters in the embedded systems 
are required to complete their job for given 
timing constraints, resulting in the satisfaction of 
system level timing. The computation time of 
each master is predictable, but it is not easy to 
predict the data transfer time since the on chip 
bus that is usually shared by the several masters. 
Previous works solved this issue by decreases 
the latencies of numerous latency critical 
masters, but a side effect of these methods is that 
they can boost the latencies of the other masters; 
hence, they may violate the given timing 
constraints. Unlike existing works, our scheme 
can keep the latency close to its given constraint 
by adjusting the priority level and transfer length 
of the masters by its own. Fig. 3.4 shows an 
example. In this example, the service latencies 
(latency-limit times) of M1, M2, and M3 are 4, 8, 
and 2 cycles (T14, T8, and T10), respectively. 
The requests for three masters are all initiated at 
T0, and M3 is the most latency-sensitive master. 
Fig. 3.4 (a) shows an arbitration scheme that 
does not use latency constraints for arbitration. 

 

 
Fig 3.4 Arbitration scheme examples in an 
embedded system. 
(a) Arbitration scheme with no consideration 
of the latency constraint. (b) Arbitration 
scheme minimizing latency. 
(c) SM arbitration scheme. 
Therefore, M2 and M3 will violate the latency 
constraint as the masters are selected in the 
ascending order. Only M1will meets the 
constraint. Fig. 3.4(b) shows the scheduling of a 
typical latency minimizing arbiter. It minimizes 
the latency of the most latency sensitive module, 
namely, M3, which causing M2 to violate its 
constraint. Although neither of these two 
arbitration schemes can meet the latency 
constraints for all the three masters, in the SM 
arbitration shown in Fig. 3.4(c), all masters use 
the buses with no violations by configuring the 
priority levels (transfer lengths) of M1 is lowest, 
M2 is highest , and M3 is an intermediate 
priorities (4, 8, and 2), respectively. We use part 
of a 32-bit address bus of the masters to update 
the arbiters of the priority level and also the 
desired transfer length of the masters. Decodinh 
information for our address bus is shown in Fig. 
3.2. 
In Fig. 3.2, S_Number indicates the slave number 
of the target, P_Level indicates the priority level 
of a master, T_Length denotes the desired 
transfer length of a master, and Offset Add- it 
specifies the internal address of the target slave. 
Each of S_Number and P_Level consists of 3 b 
because the maximum number of master/slave 
sets is 8 [3]. Also, T_Length is composed of 4 b 
because the maximum number of burst lengths is 
16. Although we used 7 b for P_Level and 
T_Length in the 32-b address bus to notify the 
arbiters of the priority level and the preferred 
transfer length of a master, we consider it 
adequate to express the internal address of a 
slave because the range of Offset_Add is from 0 to 
. Through the aforementioned assumption, the 
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priority level and transfer length can then be 
changed by the SM demand of each master. 
Fig. 4 shows the internal structure of our arbiter 
based upon the SM arbitration scheme. In Fig. 4, 
the NoPort signal means that none of the masters 
must be selected and that the address and 
control the signals to the shared slave that must 
be driven to an inactive state, while Master 
Number which indicates the currently selected 
master number which is generated by the 
controller for the SA arbitration scheme. In 
general, our arbiter consists of an RR block, a P 
block, two multiplexers, a counter, a controller, 
and two flip-flops. MUX 1 and MUX 2 are used to 
select the arbitration scheme and the preferred 
transfer length of a master, respectively. Counter 
calculates the transfer length, with two flip-flops 
are inserted to avoid the attempts by the critical 
path to arbitrate. An RR block (P block) performs 
the round  robin or priority based arbitration 
scheme. 
 
 

 
 
Fig. 3.5 Simulation environment for 
performance analysis. 
 
 Simulation Environments: Figure 3.5 shows our 
simulation 
environment. In our simulation environment, the 
clock frequencies for all the components are 100 

MHz (10 ns). The implemented ML-AHB 
busmatrix has a 32-b address bus, a 32-b write 
data bus , a 32-b read data bus, a 15-b control 
bus, and a 3-b response bus. Temporarily, the 
simulation environment consists of both an 
implemented and a virtual part. The former 
corresponds to the ML-AHB busmatrixes with 
different arbitration schemes and it will consist 
of four masters and two slaves. Particularly, we 
only considered two target slaves, which is when 
difference frequently happens. The masters then 
access these, in order to focus the performance 
analysis which based on the arbitration schemes 
of each busmatrix. The virtual part is composed 
of AHB masters and AHB slaves. The AHB master 
generates the transactions. The AHB slave 
responds to the transfers of the masters. Both 
the AHB masters and slaves are fully well-
matched with the AMBA AHB protocol. For a 
more sensible model of a SoC design, we 
modeled the AHB masters after the features of 
the processor and DMA with VHDL at the 
behavioral level. For the AHB slaves, we worn 
the real SRAM, SDRAM, and SDRAM controller 
RTL models used in many applications. We also 
constructed the protocol checker and 
performance monitor modules with the VHDL 
and foreign language interface (FLI C module) to 
ensure the reliability of our performance 
simulations. 
 
4.CONCLUSION 
In this paper, we proposed a flexible arbiter 
which is based on the Self Annoyed arbitration 
scheme for the ML-AHB bus matrix. Our Self 
annoyed arbiter will supports three priority 
policies: fixed priority, round robin, and dynamic 
priority, these three approaches used for data 
multiplexing transfer, transaction, and desired 
transfer length; in other words, there are nine 
achievable arbitration schemes. In addition to 
this the proposed SA arbiter selects one of the 
nine possible arbitration schemes that is based 
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on the notifications of the priority level and the 
desired transfer length from the masters will 
allow the arbitration to lead to the maximum 
efficient performance. Experimental results 
show that, the area of the proposed SA 
arbitration scheme is better than those of other 
arbitration schemes; our SA arbiter will 
improves the throughput compared with the 
other schemes. Therefore we expect that it 
would be enhanced to apply our SA arbitration 
scheme to an application for the specific system 
because it is easy to tune the arbitration scheme 
according to the features of their target system. 
For future work, we feel that the configurations 
of the SA arbitration scheme with the maximum 
throughput will be found automatically during 
the runtime.We are looking at the applicability of 
the proposed arbitration scheme to AMBA AXI 
(ver. 3.0).1 
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