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Abstract - K-means Clustering Algorithm, among the 

various clustering algorithms proposed till date, has 

proved its superiority by its simplicity and usability. 

However, it is prone to a number of limitations, one 

being lack of balance in clusters. Clusters obtained, if 

balanced, will result in equally sized clusters thereby 

distributing the load equally and enhancing the quality 

of clustering. The existing clustering algorithms aiming 

at optimizing the traditional k-means are limited to 

working on the bad initialization problem or the local 

optimum problem of k-means. This paper discusses 

some of the relevant research works in the direction of 

obtaining balance in clusters, its need and approaches.  

 

Key Words: K-means, Clustering, Balanced Clustering 

1. INTRODUCTION 
 
Clustering, in data mining, is a process aiming at 

segmentation of data such that homogeneous data fall in 

the same group, specifically called a ‘cluster’ here. 

Clustering has long been identified and researched upon 

because of its applicability in various applications like 

image processing, pattern recognition, data analysis, 

bioinformatics, machine learning etc. Among the proposed 

clustering algorithms till date, K-means clustering 

algorithm [1] has been ranked as one of the top ten 

clustering algorithms [2]. The reasons for the same lie in 

its simplicity, easy implementation, flexibility and usability 

in almost every field. Its popularity and importance can 

best be felt by the amount of work done on optimizing the 

algorithm for over 50 years [3]. Optimizations in k-means 

are done seeing the limitations posed by the algorithm 

related to bad initialization, convergence to a local 

optimum value, scalability etc. However, one more issue to 

deal with is imbalance in formed clusters. In cases of 

applying k-means to applications not aware of the shapes 

of clusters, the resultant clustering should aim at 

identifying high density areas and making the distribution 

in such a way that each cluster gets equal population or 

equal density. Instead of grouping, the clustering is an 

optimization problem in such applications and should be 

called balanced clustering. Balanced Clustering can be 

seen in applications of workload balancing, circuit design, 

image processing etc. This paper provides a brief survey 

discussing the research headed towards achieving balance 

in clusters. 

2. BALANCING ACCORDING TO NEED 
 
According to Malinen and Franti in [4], there are two 

following needs/requirements of achieving balance.  

 Minimizing Squared Mean Error (SME) 
 Balancing cluster sizes 

 
Minimizing SME was the objective of the traditional k-

means clustering objective, but it failed to balance cluster 

sizes. According to the need, the existing balanced 

clustering algorithms can further be categorized into 

 

 Balance Driven  
 Balance Constrained 

 
The two needs specified contradict each other in the 

traditional k-means algorithm. Clustering, with any of the 

requirements not met, affects the quality of the clusters 

formed. In Balance driven algorithms, minimizing SME is 

the mandatory requirement with balancing cluster sizes as 

the secondary one. Balance constrained is just the 

opposite of Balance driven, i.e. balancing sizes of clusters 

as mandatory. Given below is Table. 1 listing the various 

Balance driven and Balance constrained clustering 

algorithms taken from [4]. 
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Balance Constrained Balance Driven 

Balanced k-means[4] FSCL[7] 

Constrained k-means[5] FSCL-Additive bias[8] 

Size constrained [6] Cluster sampled data[9] 

 Ratio cut[10] 

 SR-Cut[11] 

 
Submodular fractional 

programming[12]  

 
Table -1: List of Balance Constrained and Balance Driven 
Algorithms [4] 
 

2.1 Balance Constrained Algorithms 
 Balanced k-means [4]- Malinen and Franti 

contributions to balanced clusters, apart from describing 

the need and categorization of the existing algorithms, 

involve changes in the assignment step of the traditional 

k-means clustering. The k-means clustering consists of teo 

main steps; the assignment step and the update step, the 

former conventionally assigning the data points to the 

selected nearest centroids and the latter calculating the 

mean of each cluster. The concept of the assignment is 

replaced by introducing n pre-allocated slots to which the 

data points will now be assigned to with n/k slots per 

cluster. The assignment step is then solved using the 

Hungarian algorithm [13]. After the assignment step, 

partitioning of the cluster slots in centroid locations in 

each cluster is done where the centroids are drawn 

randomly as in original k-means and change in each 

iterative step, one centroid per cluster. The update step 

goes in the same way it was traditionally in k-means. The 

proposed algorithm comes in Balance constrained 

category. 

Constrained k-means[5]: Bradley et al worked on the 

poor local solutions of the k-means clustering with the 

resultant clusters being empty or containing very few 

points, more possibly when n≥10 and k≥20; n being the 

number of dimensions and k the number of desired 

clusters. The proposed clustering algorithm aims to pose 

constraints on the traditional k-means. The constraints 

force that each cluster should have atleast a predefined 

number of points in a cluster and hence are k in number 

for k clusters. The poor solution problems which initially 

required re-running of the algorithm and re-setting of the 

empty clusters and again re-running the algorithm will 

now require less computation time because the clusters 

will be formed with a sufficient population and shall not 

remain empty. Guarantee of a predefined population also 

creates a somewhat balanced cluster. Balanced k-means 

[4] can be considered as a special case of Constrained k-

means with cluster sizes set equal.  

Size-Constrained k-means[6]: Zhu and Li proposed 

that the k-means clustering problem can give better 

performance if there are imposed size constrains on the 

algorithm such that each cluster should have a fixed pre-

defined size. It uses a prior knowledge of distribution of 

data to assign the constraints of size. Based on this, the 

partition of data points should satisfy the given constraint. 

These constrained clustering problems can be 

transformed into linear programming optimization by a 

proposed heuristic procedure.  

2.2 Balanced Driven Algorithms 

Frequency Sensitive Competitive learning 

(FSCL)[7]: Banerjee and Ghosh worked on the limitation 

of the k-means and spherical k-means clustering in 

handling high-dimensionality data for competitive 

learning. Even though spherical k-means aim to normalize 

the high dimensionality data, the clusters generated fail to 

show balance when the desired number of clusters is 

large. For competitive learning, a mixture of von Mises-

Fisher distributions was used as the generative model to 

derive the spherical k-means algorithm. For the 

applicability to static data and good quality and balance in 

clustering, three FSCL algorithms were proposed. In brief, 

the proposal used multiplicative bias for FSCL. In FSCL 

with additive bias algorithm [8], additive bias was used 

instead.  

Cluster sampled data [9]: Banerjee and Ghosh worked 

on further scaling the balance constrained clustering 

algorithms. The proposed algorithm takes three steps to 

converge. First is sampling of the data points in such a way 

that the sampled set should be able to represent each of 

the cluster and with high probability. Second step involves 

clustering the sampled data which is less than the original 

data and would hence be efficiently clustered using the 

proposed soft variant of k –means which satisfies the 

balancing constraints. The final step populates the clusters 

formed in step second with the not sampled data in the 

first step. A less greedy algorithm is proposed for the same 
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which satisfies the balance constraints along with some 

readjustments and may or may not have any relation with 

the clustering algorithm used in step second. The data 

picked for clustering here can be taken irrespective of any 

domain and the resultant clustering will show 

outperformed results. 

Cuts and fractions: Ratio cut [10] algorithm finds 

natural partitions and does not require an exact bisection. 

The ratio cut is defined by the following cost function with 

  as partitions. 

 

The numerator of the function shows minimum-cut 

criterion with the output showing even partition. 

The SR Cut algorithm [11] aims at clustering data with a 

prior knowledge of the number of clusters expected. The 

SR-Cut has a cost function summating the inter-cluster 

similarity and a regularization term measuring the relative 

sizes of two clusters. A tradeoff between the two terms 

participating in the cost function then deduces an optimal 

partitioning which can be further optimized for controlling 

the size of the generated clusters.  The optimization is 

done through the adjustment of weights of the 

regularization term and is found to be a NP-Complete 

problem.  

Submodular fractional programming in [12] is a ratio of 

two submodular function aiming balance  as the objective 

function for regularizing cluster sizes. Ratio cut [10] is its 

special case. The proposed algorithm is combined with the 

discrete Newton method and aims to minimize the 

difference of the two submodular functions involved this 

objective function. The algorithm provides flexibility in 

clustering setups by being applied to the objective 

function which has any number of submodular functions 

in both numerator and denominator.  

 
3. BALANCING ACCORDING TO PARAMETERS  
 
Parameters involved in a clustering algorithm for balance 

with related balanced clustering algorithms can be listed 

as follows 

 Size of clusters formed[5][6] 

 Number of points in a cluster[6] 

 Prior knowledge of data[9][11] 
 Modifying objective function[14][11][15]  

 

MinMax k-means [14]: Tzortzis and Likas proposed 

a balanced k-means clustering algorithm which involves 

working on the bad initialization problem of the k-means 

algorithm by altering its objective function. The bad 

initialization problem is dealt upon by introducing weights 

to each cluster. The algorithm also modifies the objective 

of clustering to minimize the maximum intra-cluster 

variance and not sum of the intra cluster variances. Higher 

weights are allocated to clusters with larger variance and 

the intra cluster variance is also computed in a weighted 

manner. Associated weights help in minimizing clusters 

with larger variance and the resultant clustering does not 

involve such clusters. The weights are not user defined 

and can be learnt by the algorithm itself during iterations 

of the assignment step of the algorithm. The input 

provided to the algorithm is a parameter deciding the 

degree by which penalizing of the clusters having larger 

variance can be done; penalty being implied through 

learnt weights. 

  

Fast Balanced k-means [15]: Seeing the issue of 

the high computational time of the k-means clustering 

algorithm, authors in [15] aim to eradicate this issue by 

proposing a Fast-Balanced k-means (FBKmeans). The 

resultant clustering is achieved in a comparatively low 

computational time while retaining the other results of the 

k-means. The proposal involves optimization of the 

objective function of the k-means algorithm for 

determining new cluster centres.  

4. BALANCING ACCORDING TO APPLICATIONS  
 
Achieving balance in clustering is a prerequisite of most of 

the applications involving divide and conquer methods 

with the divide step performed using clustering. Examples 

of the same are circuit design[10] and photo-query[8]. 

Balance is desirable in the popular Travelling Salesman 

problem too where all the salesman should possess equal 

load of work [16,17]. Wireless sensor networks turn to 

clustering for prolonging their lifecycle. Seeing that the 

existing clustering algorithms do no assure of the 

maximum prolongation of network lifetime, Chawla and 

Verma in [18] aim to propose a balanced k-means for the 
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issue keeping energy and space equivalent distributions as 

the basis of the proposal. Balance is also necessary in 

Logistics planning for improving the service delivery 

routes. Customer deliveries are successful if the customers 

are grouped into clusters satisfying conditions of balance 

and connection. The underlying objective has been 

worked upon by Cao and Grover in [19] who then 

proposed two clustering algorithms for the same using 

special procedures for exploiting Thiessen polygons.  

5. CONCLUSION 
 
Achieving balance in clusters formed through the 

traditional k-means clustering algorithm is the basic 

objective of this paper. Balance can be achieved through 

clusters having equal size or importance. This paper sums 

up the existing research works headed in this direction 

based on the need for balance, the parameters of the k-

means algorithm or the applications where k-means can 

be used for balance. Each proposed work discussed shows 

comparatively better results than the conventional k-

means clustering algorithm thereby portraying the 

importance and advantage of having balance in the 

resultant cluster formation.  
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