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Abstract - There is a huge amount of data present on 
internet. The procedure to find important information 
on the web can be very hectic. Using today’s search 
engines it is hard to go through the big number of 
returned urls and documents. Hence there is a need to 
arrange documents into groups using clustering. 
Categorizing related documents together into clusters 
will help the users to find useful information quicker, 
and will allow them to direct their search in the proper 
direction. Cluster analysis helps to organize set of 
objects into cohesive groups and can leads to the 
achievement of this objective. Clustering is an 
automatic learning technique aimed at grouping a set 
of documents into groups called clusters. The intention 
is to form clusters that are coherently similar, but 
substantially different from one another. Documents 
belonging to one cluster are similar to each other and 
are very dissimilar to the documents in other cluster. 
This paper focuses on web page clustering which uses 
concept analysis and HAC algorithm to produce high 
quality clusters by considering contents and hyperlinks 
of the web page. 
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1. INTRODUCTION 
 
Nowadays, the internet has become the largest data 
repository, facing the problem of information overload. 
Evidently there is a tremendous proliferation in the 
amount of information found today on the largest shared 
information source, the World Wide Web (or simply the 
Web).The existence of an abundance of information, in 
combination with the dynamic and heterogeneous nature 
of the web, makes information retrieval a tedious process 
for the average user. Even with the presence of today’s 
search engines that index the web it is hard to wade 
through the large number of returned documents in a 
response to a user query. This fact has lead to the need to 
organize a large set of documents (due to a user query or 
simply a collection of documents) into categories through 

clustering. It is believed that grouping similar documents 
together into clusters will help the users find relevant 
information quicker, and will allow them to focus their 
search in the appropriate direction. Usually, a user 
searching for information submits a query composed by a 
few keywords to a search engine (such as Google 
(http://www.google.com)). The search engine performs 
exact matching between the query terms and the 
keywords that characterize each web page and presents 
the results to the user.  These results are long lists of URLs, 
which are very hard to search. Furthermore, users without 
domain expertise are not familiar with the appropriate 
terminology thus not submitting the right (in terms of 
relevance or specialization) query terms, leading to the 
retrieval of more irrelevant pages. This has led to the need 
for the development of new techniques to assist users 
effectively navigate, trace and organize the available web 
documents, with the ultimate goal of finding those best 
matching their needs. One of the techniques that can play 
an important role towards the achievement of this 
objective is document clustering. Clustering is a form of 
unsupervised classification, which means that the 
categories into which the collection must be partitioned 
are not known, and so the clustering process involves the 
discovering of these categories. Clustering can be used as a 
very powerful mechanism for browsing a collection of 
documents or for presenting the results of the retrieval. A 
typical retrieval on the Internet will return a long list of 
web pages. The organization and presentation of the pages 
in small and meaningful groups (usually followed by short 
descriptions or summaries of the contents of each group) 
gives the user the possibility to focus exactly on the 
subject of his interest and find the desired documents 
more quickly. Furthermore, the presentation of the search 
results in clusters can provide an overview of the major 
subject areas related to the user’s topic of interest. 
Document clustering has been investigated for use in a 
number of different areas of text mining and information 
retrieval. Initially, document clustering was investigated 
for improving the precision or recall in information 
retrieval systems and as an efficient way of finding the 
nearest neighbors of a document. More recently, clustering 
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has been proposed for use in browsing a collection of 
documents or in organizing the results returned by a 
search engine in response to a user’s query. Document 
clustering has also been used to automatically generate 
hierarchical clusters of documents.  
 

2. LITERATURE SURVEY 
 
There are many document clustering approaches 
proposed in the literature. They differ in many parts, such 
as the types of attributes they use to characterize the 
documents, the similarity measure used, the 
representation of the clusters etc. Based on the 
characteristics or attributes of the documents that are 
used by the clustering algorithm, the different approaches 
can be used as follows. 

a) Text based, in which the clustering is based on the 
content of the document,  

b) Link based, based on the link structure of the 
pages in the collection. 

Most algorithms in the first category were developed for 
use in static collections of documents that were stored and 
could be retrieved from a database and not for collections 
of web pages. Various text based algorithms are 
partitional, hierarchical, graph based, neural network-
based and probabilistic each having their own advantages 
and disadvantages. The most widely used document 
clustering algorithms falls in two categories: partitional 
and hierarchical. K-means is also used but it is very 
sensitive to input parameters.  
 
But World Wide Web is a directed graph. This means that 
apart from its content, a web page contains other 
characteristics that can be very useful to clustering. The 
most important among these are the hyperlinks that play 
the role of citations between the web pages. The basic idea 
is that when two documents are cited together by many 
other documents (i.e. have many common incoming links) 
or cite the same documents (i.e. have many common 
outgoing links) there exists a semantic relationship 
between them. In the Web Information Retrieval literature 
there are many applications based on the use of 
hyperlinks in the clustering process and the calculation of 
the similarity based on the link structure of the documents 
has proven to produce high quality clusters. 
Here Suffix Tree Clustering algorithm is very usually used 
but instead of whole web document it only works on 
Snippets. Snippets may not be a good description of a web 
page and Snippets usually introduce noise. Hence this 
method is also having drawbacks. 
 
 
 
 
 
 
 

3. RELATED WORK 

3.1 Partitional Algorithms: 
Partitional Clustering Algorithms creates the clusters in 
one step as opposed to several steps. Only one step of 
clusters is created, although several different sets of 
clusters may be created internally within the various 
algorithms. Since only one set of clusters is output, the 
user must input the desired number, k, of clusters. in 
addition, some metric or criterion function is used to 
determine the goodness of any proposed solution.   

a) Minimum Spanning Tree 
This is a very simplistic approach, but it illustrates how 
partitional algorithm works. Since the clustering problem 
is to define a mapping, the output of this algorithm shows 
the clusters as a set of ordered pairs (ti, j) where f(ti)=Kj. 

b) Squared Error Clustering Algorithm 
Squared Error Clustering Algorithm minimizes the 
squared error. The squared error for a cluster is the sum 
of the squared Euclidean distances between each element 
in the cluster and the cluster centroid, Ck . given a cluster 
Ki, let the set of items mapped to that cluster 
be{ti1,ti2,…,tim}. The squared error is defined as 
Seki=∑j=1

m=║tij-Ck║ 
2 

Given a set of clusters K={K1,K2,K3,….,Kk}, the squared 
error for K is defined as 
Sek=∑j=1

m Sekj 
c) K-Means Clustering 

K-Means is an iterative clustering algorithm in which 
items are moved among set of clusters until the desired set 
is reached. A high degree of similarity among elements in 
clusters is obtained, while a high degree of dissimilarity 
among elements in different clusters is achieved 
simultaneously. The cluster mean of Ki={ti1,ti2,…,tim}is 
defined as, mi=1/m(∑j=1

mtij) The K-means Algorithm 
assumes that the desired number of clusters, k, is an input 
parameter.   

d) Nearest Neighbor Algorithm 
With Nearest Neighbor Algorithm, items are iteratively 
merged into the existing clusters that are closest. Here a 
threshold, t, is used to determine if items will be added to 
existing clusters or if a new cluster is created. Its 
complexity depends on the number of items. For each 
loop, each item must be compared to each item already in 
a cluster.  
 

3.2 Large Database Clustering Algorithms 
When clustering is used with dynamic databases, the 
above algorithms may not be appropriate. It has been 
argued that to perform effectively on large databases, a 
clustering algorithm should require no more than one scan 
of the database, be suspend able, stoppable and 
resumable, be able to update the results incrementally as 
data are added or removed from the database, work with 
limited main memory, process each tuple only once.   
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a) BIRCH Algorithm 
BIRCH (balanced iterative reducing and clustering using 
hierarchies) assumes that there may be a limited main 
memory and achieves a linear I/O time requiring only one 
database scan. Here a tree is built that captures needed 
information to perform clustering. Clustering is then 
performed on the tree itself, where labeling of nodes in the 
tree contain required data to calculate distance values. It 
uses clustering feature, which is a triple that contains 
information about a cluster.   

b) DBSCAN Algorithm 
DBSCAN (density-based spatial clustering of applications 
with noise) is used to create clusters with a minimum size 
and density. Density is a minimum number of points 
within a certain distance of each other. It ensures that 
second point is “close enough” to the first point. Also core 
points must be close enough to each other. These core 
points form the main portion of a cluster in that they are 
all close to each other.   

c) CURE Algorithm 
CURE(Clustering Using REpresentatives) algorithm is used 
to handle outliers. First a constant number of points, c, are 
chosen from each cluster. These well scattered points are 
then shrunk towards the clusters centroid by applying a 
shrinkage factor, α. When  α is 1, all points are shrunk to 
just one-the centroid. At each step in the agglomerative 
algorithm, clusters with the closest pair of representative 
points are chosen to be merged. 

 
4. PROPOSED WORK 
 
Existing system gives us the several documents that are 
related to our query. To overcome drawback presents in 
previous papers, this project proposed a new scheme for 
web Document Clustering using Hybrid Approach in Data 
Mining. Our proposed system will provide the related and 
most relevant documents that user wants or which gives 
the appropriate documents as a result.  The scope of the 
project is limited to the use of clustering of the web 
documents using Hybrid Approach such as content as well 
as hyperlinks using hierarchical agglomerative algorithm 
and Link based algorithms. The proposed Hybrid 
Approach uses Concept-Based Mining Model and 
Hierarchical Agglomerative Clustering (HAC) as a 
document clustering algorithm along with link based 
algorithm to cluster the web documents considering both 
the content of web page as well as and the links of a web 
page in order to use as much information as possible for 
the clustering. 
Fig. 1 shows our proposed system Architecture that uses 
the Hybrid Approach (HAC algorithm and Link based 
algorithm) in order to cluster the documents focusing on 
both the contents of the web page as well as hyperlinks in 
the pages. 

 
Fig -1: Proposed System Architecture 
 
Our proposed work consists of following steps. 
 
1. Retrieve the list of results of the search engine for a 
given query (meta-crawler). 
2. Select the most important results from all the retrieved 
URLs. For that purpose, we applied a function that chooses 
from the returned documents, the best ones using 
following function, 
average_ relevance = # returned URLs/# different absolute 
URLs 
3. Now use concept based model to preprocess the 
documents. 
4 Apply concept-based mining model which consists of 
sentence-based concept analysis, document-based concept 
analysis, corpus-based concept-analysis, and concept-
based similarity measure to achieve an accurate analysis 
of concepts.  
5. Then apply the Concept-Based Document Similarity 
which allows measuring the importance of each concept 
with respect to the semantics of the sentence, the topic of 
the document, and the discrimination among documents 
in a corpus. Quality of clustering is evaluated using two 
quality measures, F-measure and Entropy. 
6. Use Hierarchical Agglomerative Clustering (HAC) to 
group the similar documents in clusters and the 
documents are arranged in hierarchical structure to make 
easy access of web documents. This approach will give 
better clustering quality as compared to other document 
clustering algorithms. 
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Concept Based Mining Model: 
The objective behind the concept-based analysis task is to 
achieve an accurate analysis of concepts on the sentence, 
document, and corpus levels rather than a single-term 
analysis on the document only [1]. 
 
 

 
Fig – 2: Concept Based Mining Model 
 
Sentence-Based Concept Analysis- 
To analyze each concept at the sentence level, a new 
concept-based frequency measure, called the conceptual 
term frequency (ctf) is proposed. The ctf calculations of 
concept c in sentence s and document d are as follows:  
 
1. Calculating ctf of Concept c in Sentence s 
The ctf is the number of occurrences of concept c in verb 
argument structures of sentences. The concept c, which 
frequently appears in different verb argument structures 
of the same sentence s, has the principal role of 
contributing to the meaning of s. In this case, the ctf is a 
local measure on the sentence level. 
 
2. Calculating ctf of Concept c in Document d 
A concept c can have many ctf values in different 
sentences in the same document. Taking the average of the 
ctf values of concept c in its sentences of document d 
measures the overall importance of concept c to the 
meaning of its sentences in document d. A concept, which 
has ctf values in most of the sentences in a document, has 
a major contribution to the meaning of its sentences that 
leads to discover the topic of the document. Thus, 
calculating the average of the ctf values measures the 
overall importance of each concept to the semantics of a 
document through the sentences. 
 
3. Document-Based Concept Analysis 
To analyze each concept at the document level, the 
concept based term frequency tf, the number of 
occurrences of a concept (word or phrase) c in the original 

document, is calculated. The tf is a local measure on the 
document level.  
 
4. Corpus-Based Concept Analysis 
To extract concepts that can discriminate between 
documents, the concept-based document frequency df, the 
number of documents containing concept c, is calculated. 
The df is a global measure on the corpus level. This 
measure is used to reward the concepts that only appear 
in a small number of documents as these concepts can 
discriminate their documents among others. The process 
of calculating ctf, tf, and df measures in a corpus is attained 
by the proposed algorithm which is called Concept-based 
Analysis Algorithm. 
 
 

5. CONCLUSION 
 
Clustering is a very useful technique which helps to 
organize and retrieve useful data or information across 
internet. Web document clustering using hybrid approach 
gives clusters with semantically identical objects. It makes 
use of conceptual term frequency, term frequency and 
document frequency to effectively correlate web 
documents in to clusters. This work can be extended 
further for text clustering and excel documents clustering. 
Clustering is a very complex procedure which depends on 
the data on which it is performed and selection of various 
parameter values. Hence, a careful selection of these is 
very crucial. Use of link-based clustering approaches has 
proved to be very useful source of information for the 
clustering process. There are still some challenges for 
further research. These include the achievement of better 
quality-complexity tradeoffs, as well as effort to deal with 
each method’s disadvantages. In addition, another very 
important issue is incrementality, because the web pages 
change very frequently and because new pages are always 
added to the web. Also, the fact that very often a web page 
relates to more than one subject should also be considered 
and lead to algorithms that allow for overlapping clusters. 
Finally, more attention should also be given to the 
description of the clusters’ contents to the users, the 
labeling issue. 
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