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Abstract - The wireless communication Transmission 

Control Protocol (TCP) plays an important role in 

developing communication systems which provides 

better and reliable communication capabilities in 

almost all kinds of networking environment. Vegas is 

much better in performance as compare to other TCP 

variants like TCP reno and new Reno because of its 

packet delivery ratio and full use of packet 

transmission bandwidth. Some parameters like 

throughput and transmission delay plays a vital role 

in vegas performance.  The purpose of this paper is to 

control congestion and improve performance of tcp 

vegas in mobile ad-hoc network (MANET).  The 

simulation results show that vegas has higher 

throughput and lower delay of whole network and 

control congestion. Also, vegas has more capabilities 

of bandwidth estimation. 

Keywords: TCP Vegas; ICA for TCP Vegas; Throughput 

model; Grey Predictor; Q-learning.  

1. 1 INTRODUCTION 

 

TCP vegas is known for its stable and brilliant 

congestion control capabilities. There are many 

competitive versions of TCP like Westwood plus, Reno but 

TCP vegas provides high throughput with minimum loss of 

packets. It is developed by Brakmo and Peterson in 1992. 

Vegas is more reliable protocol because it provides 

congestion control before collision in ad hoc networks. 

In mobile ad hoc networks, vegas performs better at three 

aspects- 

1. RTT (Round trip time) is prepared for the later 

prediction of throughput. 

2. Vegas halve the congestion window (cwnd) size by 

identifying difference between expected throughput and 

actual throughput. 

3. Vegas emphasize packet delay instead of packet loss by 

calculating transmission rate. 

The simulation results show that the ICA for TCP 

has lower delay, higher throughput and more fair 

allocation of bandwidth in multi-hops ad hoc scenarios. 

The related work is shown in section 2. Section 3 

introduces ICA (Improved Congestion Avoidance) for TCP 

vegas. Section 4 formulates the throughput model. Section 

5 describes the grey predictor. Q-Learning is as shown in 

section 6. Section 7 shows obtained results. The article 

concludes in section 8. 

2.  LITERATURE REVIEW 

 

F. U. Rashid, J. Singh, A. Panwar and M. Kumar [1] 

have achieved better output using TCP vegas. TCP vegas 

also provides large and effective results than other 

available competitive versions like Reno and New Reno. It 

has been proved that packet delivery ratio using TCP 

vegas is much better than other variants. M. Jehan, Dr. G. 

Radhamani and T. Kalakumari [2] have compared six 

different TCP standard congestion control algorithms 

namely BIC, cubic, TCP compound, vegas, reno and 

westwood congestion control algorithms. It is concluded 

that vegas provides impressive and desired results like 

throughput. Also, vegas is best suitable for small and 

active mobile ad hoc network.  

K. Tsiknas and G. Stamatelos [3] have 

concentrated on the effect of suitable TCP variants on 

various adverse conditions of WiMax networks like link 

congestions, asymmetric end to end capabilities, wireless 

errors etc. G. Abed,  M. Ismail and K. Jumari [4]  have 

analyzed two parameters like alpha and beta which play 

an important role in improving vegas performance. [5] 

Markov Decision Process is formulated to determine TCP 

vegas performance. It also has been evaluated that 

segment loss probability plays a key role in a multi-hop 

scenario because of increased path length which leads to a 

significant increase of segment loss probability.  

Z. H. Yuan, H. Venkataraman and G. Muntean [6] 

have proposed bandwidth estimation scheme which 

estimates the overall bandwidth for TCP traffic over 
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802.11WLANs. The proposed bandwidth estimation 

algorithm can also be extended for IEEE 802.11e and IEEE 

802.11p. R. Belbachir, M. M. Zoulikha, A. Kies and B. Cousin 

[7] have illustrated a new technique namely “Accurate 

Bandwidth Reservation – ABR” for bandwidth reservation 

in MANET. ABR improves existing approach of bandwidth 

estimation techniques on wireless links.  

 C. Samios and M. Vernon [8] have proposed a 

simple and accurate model which is used to estimate the 

throughput of vegas as a function of packet loss rate, 

average round trip time, minimum observed round trip 

time and protocol parameters like alpha and beta. K. 

Srijith, L. Jacob and A. Ananda [9] have proposed a 

modification in TCP vegas. TCP vegas-A was performed 

better than TCP Reno in both wired and satellite networks. 

It overcome rerouting conditions in wired and fluctuating 

RTT in satellite networks and overcome bias against high 

bandwidth. 

3. ICA FOR TCP VEGAS 

 

Vegas only calculate the expected throughput by 

using round trip time of TCP layer. It cannot reflect the 

real throughput of whole network. Based on network 

situation of previous time step, vegas changes its 

congestion window. It gives idea of how to improve the 

whole network performance by future prediction of 

throughput.  

ICA for TCP is a model which proposed to deal 

with the problem of real achievable throughput of whole 

network and online congestion control. Using difference 

(diff) between expected flow and actual flow, congestion 

window (cwnd) is adjusted. Initially value of alpha and 

beta is 1 and 3[10].  
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As shown in fig 1, ICA for TCP vegas has been 

proposed which has three enhanced views in congestion 

avoidance stages. Three views are throughput model, grey 

prediction model and q learning model. Throughput model 

calculates the theoretical throughput. Grey prediction 

based on forward throughput prediction mechanism is 

used to promote the online cwnd control. Q-learning is 

applied to search more reasonable changing size of 

congestion window. 

 

 

Fig 1 : ICA for TCP Model 

4.  THROUGHPUT MODEL 

 

Throughput model[10] concentrates on MAC sub 

layer. TCP throughput model is shown by equation (3) and 

(4). 

In equation (3) and (4), P and 
peakCW  are Loss 

event rate and average peak size of congestion window 

respectively. slrp  and TOp  denote segment loss rate and 

probability of timeout respectively. RTO is first timeout of 

series timeout. 

1

                                     (3)
* ( )TO
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where, 

2 * ,peak slrA CW p

 1 * ,peak slrB CW p   

2(1 2 4 )* ,C p p RTO    

(1 log )* .
4

peakCW
D RTT   
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For MAC layer, DCF (Distributed Coordination 

Function) with RTS and CTS is shown in figure (5) and 

parameters are shown in table (1). 

 

 

Figure 2 : DCF scheme 

 

3.      (5)RTS CTS macACKDCF DIp FS SIFS t t tt     
 

 

DCFpt  Process time 

DCFdp  Delivery probability 

ncdf number of competition 

channel data flow 

_D   probability of node 

requests to send data 

BER Bit error rate 

Dl Packet size 

dh Length of packet header 

1CW  Initial size of cwnd 

Table 1 : Parameters of MAC layer 

 

The delivery probability,  probability of node to 

send data and loss probability of one packet are given by 

equation (6), (7) and (8),respectively.  

1(1 _ ) .(1 )           (6)ncdf dl dh

DCFdp D BER      
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( )                                  (8)rl

dropDCF DCFlp a dp   

Another important way to control the congestion 

is queue management model. Assume for queue 

management model, RED (Random Early Discard) is used. 

Loss probability is as shown in equation (9). 
min

tqueue  

and 
max

tqueue  are minimal and maximal size of queue in 

every congestion control stage at t time. 
avg

tqueue  

indicates the average queue length at t+1 time. 

min

1

min

1

min

1

max min

0                              ,  

1                               , (9)

, otherwise

avg

t t

avg

queue t t

avg

t t

t t

queue queue

lp queue queue

queue queue

queue queue








 



 



 

 

Round trip time and loss event rate are modified 

by considering MAC layer and queue management are 

calculated as[10] 

 

_                   (10)dropDCF queue TCP ACKp lp lp lp  
 

                                               (11)RTT P Q 
 

Where, 

(1 ). (1 ).dropDCF DCF queue queueP lp pt lp pt   
 

 

_ _(1 ).TCP ACK TCP ACKQ lp pt 
 

 

5.  GREY PREDICTOR 

 

Degree of data can be shown by the colors in grey 

theory model. As data increases, color gets deeper. The 

main purpose of grey theory is to predict output value for 

next time. Accumulated Generating Operation (AGO) is 
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used to maximize smoothness and minimize interference 

by reducing randomness and volatility of original data. 

Using AGO initial data are generated. The predicted value 

at t+1 is used to decide what action congestion window 

should take. 

6.  Q-LEARNING MODEL 

 

When large data transmit under limited 

bandwidth and less delay then it is possible to send more 

packets and if more transmission time takes then there is 

a use of less bandwidth. It is important to manage 

bandwidth properly in the network and hence use vegas 

conditions. 

To change congestion window, RTT depends on 

different values such as minimum RTT and maximum RTT 

at each congestion control change. The interval between 

minimum RTT and maximum RTT is the quantization of 

RTT. To improve quantization Markov Decision Model is 

best. Q-learning process is one of the Markov process.  

7.  SIMULATION RESULTS 

 

Network Simulator 2 is used to simulate ICA for 

TCP. In the scenarios, 50 to 150 mobile nodes move in a 

1000*1000 meter rectangular region. Normally channel 

capacity of mobile nodes for speed is 2Mbps but it may 

vary up to 4Mbps. Assume that all mobile nodes move 

independently with same speed. All nodes have 

transmission range is 250meters. Simulation time is 100 

seconds. 

 
Fig 3: Simulation result for nodes vs throughput. 

 

 
 

Fig 4: simulation result for nodes vs delay. 

 

The simulation results for nodes vs throughput 

and nodes vs delay is as shown in figure (3) and (4) 

respectively. It shows that the throughput of ICA for TCP is 

not stable because of environmental awareness. 

 

8.  CONCLUSION 

 

The study of TCP vegas and its parameters such as 

throughput, transmission delay is important in wireless ad 

hoc network. The conclusion is TCP vegas is an algorithm 

which provides impressive and desired results. TCP vegas 

uses throughput model to improve performance of the 

network and also it predicts throughput for next time 

which helps to adjust congestion window. It is also 

observed that NS2 simulation tool is the best way to 

illustrate and measure the performance of vegas in ad hoc 

network. 
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