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Abstract – Diabetes is a chronic disease that occurs when 
the body cannot use insulin properly or the pancreas cannot 
produce enough hormones to control blood sugar. High 
blood sugar is a symptom of diabetes, a group of metabolic 
diseases. The two most common types of diabetes are type 1 
and type 2, but there are other types, such as gestational 
diabetes, which occur during pregnancy. There is an increase 
in the number of type 1 diabetic patients. The genetic disease 
called type 1 diabetes has a long incubation period and 
usually manifests itself early in life. People with type 2 
diabetes have cells that do not respond to insulin. It changes 
over time and mostly depends on people's lifestyle. 
According to the 2022 report of the international diabetes 
federation, approximately 382 million people worldwide are 
currently living with diabetes. This number is expected to 
increase to 592 million in 2035. One of the most common 
causes of tissue and organ damage and dysfunction, 
including blindness, kidney failure, heart failure, and stroke, 
is diabetes. Therefore, early diagnosis of diabetes is 
important. This project focuses on the use of machine 
learning such as logistic regression, knn, svc, ann, and 
random forest to predict diabetes. Each algorithm is 
calculated to determine the accuracy of the model. 
Additionally, the highest accuracy of 96.00% was achieved in 
logistic regression using the pso-based optimization 
technique. 
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1. INTRODUCTION 

Diabetes is a non-communicable disease that affects the 
control of blood sugar levels in the body. Blood glucose 
concentration is normally regulated by insulin and glucagon, 
two hormones secreted by the beta (β) and alpha (α) cells of 
the pancreas, respectively. The normal release of the two 
hormones regulates blood sugar levels in the body between 
70 - 180 mg/dl (4.0 - 7.8 mmol/l). Insulin lowers blood 
sugar, while glucagon increases blood sugar. However, 
abnormality of these hormones can lead to diabetes. There 
are many types of diabetes, many different types, but the 
most common types are type 1 diabetes, type 2 diabetes and 
gestational diabetes (gdm). Type 1 diabetes is more common 
in children; while type 2 diabetes is more common in adults 
and the elderly, gdm is more common in women and is 

diagnosed during pregnancy. While insulin secretion does 
not work in type 1 diabetes due to the destruction of 
pancreatic beta cells, there is a disorder in insulin secretion 
and function in type 2 diabetes. Gdm is a glucose intolerance 
first diagnosed during pregnancy; it may be mild, but it is 
also associated with high blood sugar and high insulin levels 
during pregnancy. All of these types can cause a lack of blood 
sugar in the body, which can lead to serious diseases in the 
body. In other words, when blood sugar rises above normal, 
this condition is called hyperglycemia. On the other hand, 
when it decreases and falls below normal, the condition is 
called hypoglycemia [3]-[5]. For example, hyperglycemia can 
cause chronic problems and lead to kidney disease, 
retinopathy, heart disease and other tissue damage, while 
hypoglycemia can cause temporary short-circuits. It can 
cause kidney disease, retinopathy, heart and heart disease, 
and other tissue damage can lead to diabetic coma [1] , [3] , 
[4] . Diabetes has become an important health problem in 
today's world due to its prevalence in children and adults. 
According to [6] , [7] , approximately 8.8% of adults 
worldwide had diabetes in 2015, and this number was 
approximately 415 million and is expected to reach 
approximately 642 million by 2040. During this time, more 
than 500,000 children were killed and approximately 5 
million people died. On the other hand, the global economic 
burden of diabetes was estimated to be approximately 673 
billion dollars in 2015, and is expected to reach 802 billion 
dollars in 2040. Self-monitoring of blood glucose (smbg) 
using fingertip blood glucose meters is a diabetes treatment 
method introduced three years ago [8], [9]. In this way, 
diabetics invasively measure their blood sugar levels three 
to four times a day by using a thumb glucometer to prick the 
skin of their fingers. The idea is to provide this: to increase 
insulin resistance. However, in addition to being laborious 
and laborious, this method can only be understood if insulin 
estimation is obtained from small smbg samples. In other 
words, this may cause the blood sugar in the blood to be 
higher than normal. To overcome this problem, continuous 
blood glucose monitoring (cgm) has been introduced, which 
can provide maximum information about changes in blood 
sugar within a few days, allowing a good treatment decision 
to be made for people with diabetes. In this way, blood sugar 
concentration is constantly monitored thanks to small 
devices/systems that monitor the glucose level in the blood 
environment. These systems can be invasive, minimally 
invasive or noninvasive. Moreover, cgm systems can be 
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divided into two types: retrograde systems and immediate 
systems [10]. The introduction and availability of new types 
of cgm devices/machines have brought new opportunities 
for diabetics to easily manage their diabetes. Most cgm 
devices today often use a minimally invasive device to 
calculate and record the patient's current blood sugar every 
minute by measuring interstitial fluid (isf). These 
systems/devices have little effect because they damage the 
skin but not the blood vessels. There are also non-invasive 
methods to measure blood glucose concentration, such as 
using electrical current through the skin into blood vessels in 
the body [11]. 

Additionally, e-health in the form of telemedicine not only 
allows doctors to see patients regularly remotely, but also to 
send cgm to the hospital's remote database to predict 
hypoglycemia/hyperglycemia and other complications in 
diabetes management. One of the challenges of diabetes 
management is the prevention of hypo/hyperglycemic 
events; this can be overcome by estimating blood sugar 
levels based on cgm/smbg and other methods (e.g. Exercise, 
diet, insulin, etc.). Therefore, it is important to develop tools 
for processing and interpreting cgm/smbg and blood-related 
data to obtain future blood glucose results. For this purpose, 
data mining plays an important role in the development of 
tools such as diabetes diagnosis and prediction [12], [13]. 
Data mining is the process of extracting important 
information from large amounts of data to discover 
previously unknown patterns, patterns, and relationships 
that can be used to develop predictive models [14]. In the 
literature, different data mining-based blood sugar 
prediction methods and methods have been developed with 
various models. This technology extracts, analyzes and 
interprets diabetes data to make medical decisions. A 
general flow is shown below: 

 

Fig.1.1:  A generic flow of diabetes detection and 
prediction techniques [15]. 

The motivation for using machine learning for diabetes 
diagnosis stems from its ability to improve the accuracy and 
efficiency of diabetes diagnosis, prediction, and 
management. Diabetes mellitus is a type of metabolic disease 
caused by high blood sugar levels, and early diagnosis and 

intervention are crucial for effective treatment and 
prevention of complications. Here are some motivations for 
using machine learning for diabetes diagnosis: 

1. Early detection and prevention: machine learning models 
can analyze large amounts of data, including patient data, 
genetics, and lifestyle data, to identify patterns that indicate 
diabetes risk. Early detection leads to timely intervention, 
changes in life, and prevention of infection. Improved 
accuracy: machine learning algorithms can process different 
data such as genetic data, medical history and lifestyle. By 
considering many variables, these models can provide more 
accurate predictions and help doctors make informed 
decisions. Personalized medicine: machine learning can 
create personalized treatment plans based on patient 
information. This approach takes into account the unique 
characteristics of each patient, allowing interventions to 
better control diabetes and improve overall health. It can 
improve early diagnosis, increase accuracy, advance 
personalized medicine, and provide better and more 
effective treatment for people with diabetes. 

2. Related Work  

2.1 Diabetic treatments using AI Tools 

Smart devices have the potential to revolutionize the 
management and treatment of diabetes by providing a 
personalized, data-driven approach [16]. Below are a few 
applications of wisdom in diabetes management: 

1. It provides insight into different patterns and predicts the 
next stage of diabetes. This allows patients and doctors to 
make better decisions. This helps diabetics and healthcare 
professionals manage diabetes. Effective use of insulin [17] 

-closed-loop system: artificial intelligence-supported closed-
loop insulin delivery system instantly automatically adjusts 
the insulin dose according to blood sugar. This system is 
designed to control blood sugar in a single target without 
having to constantly deal with it manually. Recommends the 
best diet for insulin sensitivity. Medication compliance and 
personal care planning 

-artificial intelligence supported applications: mobile 
applications equipped with artificial intelligence can remind 
patients to take medications, monitor compliance, and 
provide recommendations for lifestyle changes based on 
personal health information. -Personalized treatment plan: 
artificial intelligence can analyze various patient data, 
including genetic information, to create a personalized 
treatment plan. This will help improve drug selection and 
dosage to achieve good results [18]. Early detection of 
problems - retinal scanning: artificial intelligence algorithms 
can analyze retinal images to detect early signs of diabetic 
retinopathy, a complication of diabetes. Early diagnosis 
allows for timely intervention and prevention of blindness 
[19]. This leads to early intervention to prevent the problem. 
Patient education and support 
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-chatbots and virtual assistants: ai-powered chatbots can 
provide ongoing support to diabetic patients, provide 
information, answer questions, and help manage lifestyle. 
Patient behavior data to identify patterns to help doctors 
tailor education and support to meet specific needs and 
problems. This should be done in collaboration with 
healthcare providers to ensure a balance between 
technology and personal care. Regulatory and ethical issues 
also need to be considered to ensure the safety and 
effectiveness of ai applications in healthcare. 

2.2 Detection of diabetic behaviour using machine 
learning 

Machine learning algorithms can be used to diagnose 
diabetes by analyzing different types of data, including 
clinical data, diagnoses, and even non-traditional data such 
as image data [20] [21]. Here are some ways to use machine 
learning to diagnose diabetes: 

1. Medical data analysis: 

- predictive models: machine learning models can be trained 
based on medical history data to predict diabetes risk. These 
models often take into account factors such as age, body 
mass index (bmi), family history and lifestyle. . This will 
include information about blood sugar levels, hba1c values 
and other clinical signs. Lab results: 

- blood tests and biomarkers: machine learning can analyze 
blood test results and diabetes biomarkers such as increased 
blood sugar, hba1c levels, and lipid profile. Algorithms 
identify patterns and patterns that may indicate diabetes or 
diabetes. Imaging data: 

- retinal imaging: machine learning algorithms can analyze 
retinal images to detect signs of diabetic retinopathy, an eye 
disease associated with diabetes. Early diagnosis of 
retinopathy is important to prevent vision loss. 

4. Genetic information: 

- Genomic analysis: machine learning can analyze genetic 
information to identify genetic markers or patterns 
associated with diabetes risk. This method is part of the 
development of precision medicine. Mobile health (mHealth) 
data: 

-Wearable: machine learning algorithms can analyze data 
from wearable devices that track physical activity, sleep 
patterns, and other life factors. This information will be 
helpful in assessing diabetes risk. Behavior analysis: 

- Health behavior monitoring: machine learning can analyze 
behavioral data such as food intake, physical activity levels, 
and medication adherence. Changes in behavior may indicate 
the need for further evaluation. Federated data models: 

- Integration of multiple data sources: many machine 
learning models benefit from combining data from multiple 
sources. Comprehensive models that take into account 
clinical data, genetics, and lifestyle factors can provide more 
accurate prediction of diabetes risk. It is important to 
remember that machine learning can be a valuable tool in 
diagnosing diabetes, but it must be supported by clinical 
information. Interpreting patient care and making decisions 
is best accomplished through the collaboration of healthcare 
professionals and intelligent tools. Additionally, ethical 
considerations and patient identity should be prioritized 
when developing and implementing machine learning 
models for clinical use. The collaboration was carried out as 
shown in [22], which investigated and analyzed methods 
based on diabetes diagnosis, prediction and classification. 
Various data mining techniques for diabetes diagnosis are 
reviewed and discussed in [23]. Similarly, a review of the use 
of data mining and related data, methods, software, and 
methods in diabetes treatment was conducted in [24] . Based 
on this review, it was determined that data mining plays an 
important and scientifically proven role in glycemic control. 
The data is used only to extract important information from 
blood sugar data, ultimately helping diabetics control 
glycemic control. Similarly, in [25], the use of different data 
mining methods, including neural networks (ann), for the 
assessment and classification of diabetes was investigated. 
The study found that ann outperformed other methods with 
89% prediction accuracy. And support vector machines 
(svm) to evaluate diabetes metrics using noise-free and 
noise-free data from the university of california, irvine (uci) 
machine learning data repository [27] . From the comparison 
of these technologies, it can be seen that the j48 classifier 
performs better when the data is noisy, with 73.82% 
accuracy. In noisy data, knn (k=1) and random forest are 
better than the other two methods with 100% accuracy. 
Also, in [18], a comparison of nine different methods based 
on diabetes prediction from the pimaindian diabetes dataset 
(pidd) from the uci machine learning repository was made 
with the help of data paper search tools such as weka, 
tanagra and Matlab [27]. According to the performance 
analysis, the best products in weka, Tanagra, and Matlab 
were j48graft, nb, and adaptive neuro-fuzzy inference 
system (anfis) with 81.33%, 100%, and 78.79% accuracy, 
respectively. Similarly, comparison and performance 
evaluation of various materials are presented in [28]. 

3. Proposed Work 

In this section the details are given about the proposed idea 
based on the feature engineering for detection of diabetic 
patients.  The thesis is being developed in python language. 
All the steps of machine learning like data preprocessing, 
feature analysis, feature extraction and model building is 
used in this work. The steps used for the proposed model is 
detailed below along with the architecture. 
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Fig. 3.1: Proposed model or diabetes detection. 

Following data cleaning steps are applied: 

1. Replace drinker to 1 and non-drinker to 0. 

2. Replace Type of Diabetes T1DM to 1 and T2DM to 0. 

3. Replace in Acute Diabetic Complications from none to 0 
and diabetic ketoacidosis to 1. 

4. Apply Label Encoding to column Alcohol drinking history 
by replacing 1 with “drinker” and 0 with “non-drinker”. 

5. Apply Label Encoding to column “Type of Diabetes”, by 
replacing 1 with “T1DM” and 2 with “T2DM”. 

6. Apply Label Encoding to column “Acute Diabetic 
Complications”, by replacing diabetic ketoacidosis with 1 
and none with 0. 

7. Apply one hot encoding on Diabetic Microvascular 
Complications. 

3.1 Proposed Algorithm 

After the EDA and the feature engineering is completed, 
training and testing will start. 

Start. 

1. Put all columns inx except “Type of Diabetes”. 

2. Divide the data into train set and test set with size=0.2. 

3. Apply Gaussian Naive Bayes and print the results. 

4. Apply KNN and print the results. 

5. Apply Logistic Regression and print the results. 

6. Apply Random Forest and print the results. 

7. Apply ANN and print the results. 

8. Apply Feature Optimization using PSO algorithm. 

9. Repeat step 3 to 7. 

10. Compare the Results. 

11. Exit.  

End. 

4. Result Analysis 

After the EDA, now we will build our model using machine 
learning classifiers. The snapshots are show below: 

 

Fig. 4.1: comparisons of Results in terms of accuracy. 

 

Fig. 4.2: Accuracy comparison chart. 
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5. Conclusion 

In conclusion, leveraging machine learning for the detection 
of Type-2 diabetes presents a promising avenue in the field 
of healthcare. Through the analysis of various patient 
parameters such as demographic information, medical 
history, and biomarkers, machine learning algorithms can 
efficiently identify individuals at risk or already affected by 
Type-2 diabetes.  

By utilizing robust datasets and employing diverse machine 
learning techniques such as logistic regression, decision 
trees, support vector machines, and neural networks, 
researchers and healthcare professionals can develop 
accurate and reliable predictive models for early detection 
and intervention. 

Moreover, the integration of advanced technologies like 
wearable devices and remote monitoring systems can 
further enhance the effectiveness of these models by 
providing real-time data streams for continuous monitoring 
and analysis. 

However, it's important to acknowledge the challenges 
associated with the implementation of machine learning in 
clinical settings, including data privacy concerns, model 
interpretability, and the need for rigorous validation and 
regulatory approval. 
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