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Abstract - Neural Networks have become a cornerstone 
of modern artificial intelligence (AI) and machine learning 
(ML), driving advancements across various domains from 
healthcare to finance. This review provides a comprehensive 
overview of neural networks, tracing their evolution, 
architecture, training methodologies, and diverse 
applications. We explore the fundamental principles 
underlying neural networks, investigate into the specifics of 
different architectures such as feedforward neural networks 
(FNNs), convolutional neural networks (CNNs), and recurrent 
neural networks (RNNs), and discuss the optimization 
techniques essential for their effective training. The review 
also highlights the significant impact of neural networks on 
various industries and addresses the ethical considerations 
and future directions of this transformative technology. 
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1.INTRODUCTION  

Neural networks, inspired by the human brain's neural 
structure, have revolutionized artificial intelligence and 
machine learning. Neural networks, which are made up of 
interconnected neurons or nodes, analyze and learn from 
data to perform tasks like machine learning decision-making 
and pattern recognition. Their ability to learn from data and 
make intelligent decisions has positioned them at the 
forefront of numerous technological advancements. This 
article reviews the fundamental concepts, architectures, 
training methodologies, applications, and ethical 
considerations associated with neural network [1-5]. 

Similar to conventional ANNs (Artificial Neural Networks), 
deep learning trains models. In profound realizing, every one 
of the boundaries are first instated by utilizing unaided 
strategies and afterward are tuned by utilizing Back 
Propagation (BP) procedure technique [17]. The multi-facet 
engineering can be treated as the need might arise to be 
adjusted iteratively. As the complexity of deep learning 
models continues to increase, the time and resources 
required for training these models has become a significant 
challenge. [18-21]. The review that follows mostly focuses on 
deep learning Neural Networks, including its foundational 
ideas and current and historical applications across various 
industries. Furthermore, it provides a number of figures that 
illustrate the quick understanding of deep learning Neural 
Networks fundamentals as evidenced by publications made 
in recent years in scientific databases. 

 1.1 Evolution of Neural Networks 

The journey of neural networks began with the perceptron 
model in the 1950s, which laid the groundwork for 
subsequent developments. The 1980s saw the introduction of 
backpropagation, a critical algorithm for training neural 
networks. The advent of deep learning in the 2010s, 
characterized by deep neural networks with many layers, 
marked a significant leap forward, enabling breakthroughs in 
various AI applications. 

1.2 Fundamental Concepts 

Types of Learnings in Neural Networks 

Supervised Learning: 

 

Fig.1 A typical diagram of Supervised Learning 

In this kind of learning algorithm, input collection and the 
intended output are combined to create input training pairs. 
This is where the model's output is compared to the 
intended output in order to compute an error. The error 
signal is then sent back into the network in order to modify 
the weights. This modification is carried out until the 
model's output matches the intended output and no more 
changes may be performed. Feedback from the environment 
to the model is included in this. 

Examples would be classification, regression etc. 

Unsupervised Learning: A typical example of Unsupervised 
Learning is depicted in fig.2. 

 

Fig.2. A typical diagram of Unsupervised Learning 
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In this learning, when the model learns on its own without 
any input from the outside world. The inputs are categorized 
into classes that specify the members' similarity during the 
training phase. There are comparable input patterns in every 
class. When a new pattern is entered, it may determine 
which class the input belongs to by comparing its similarities 
to previous patterns. If such a class does not exist, one is 
created. 

Therefore, the unsupervised learning schemes are mainly 
used for clustering vector quantization, feature extraction, 
signal encoding and data analysis. 

Reinforcement Learning: Reinforcement Learning 

Diagram representation is shown in fig.3. 

 

Fig.3 A typical diagram of Reinforcement Learning 

An artificial agent or real or simulated robot can learn to 
choose behaviours that maximize the total expected reward 
by using a set of computing techniques called reinforcement 
learning. Through the process of reinforcement learning, a 
neural network is rewarded for producing good results and 
penalized for producing poor ones.  

Reinforcement learning is usually used in general purpose 
robotic control and artificial intelligence. 

 The neural networks consist of neurons (nodes) organized in 
layers: input, hidden, and output layers. Neurons are 
connected by synapses, with each connection assigned a 
weight. The neuron's activation is determined by an 
activation function, which introduces non-linearity into the 
model, allowing it to capture complex patterns in the data.  

 

Fig. 4 A Single neuron with inputs (Xi), Weights (Wi) and 
bias 

 

Fig.5. Common activation functions in neural networks 

The following activation functions are usually used in neural 
networks. 

1)Sigmoid Function 

 

2) Tanh Activation Function 

 

3) Rectified Linear Unit (ReLu)Activation Function 

 

4)Leaky ReLu Activation Function 

  

5)Exponential Linear Unit(ELU) 
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6) Scaled Exponential Linear Unit(SELU) 

  

2.  NEURAL NETWORK ARCHITECTURES 

2.1. Feedforward Neural Networks (FNNs) 

The simplest form of neural networks where information 
moves in one direction—from input to output.  

There is only one way for information to move through a 
feed-forward neural network: via the hidden layers and from 
the input layer to the output layer. Never passing via the 
same node again, the data travels in a straight line across the 
network. Simple tasks like classification, regression, or 
recognition may be accomplished by a feed-forward neural 
network (FNN). However, because FNNs lack recollection of 
the information they receive, they are not very good at 
predicting the future. A feed-forward network is unaware of 
temporal order since it just examines the current input. 
Aside from its instruction, it is incapable of remembering the 
past. The information flow via a feed-forward neural 
network only goes through one path: 

FNNs are commonly used for tasks like classification and 
regression. 

  

  

Fig. 4 A structure of FNN 

2.2 Convolutional Neural Networks (CNNs) 

 

Fig. 5 A typical architecture of CNN 

Input layer: 

The input layer of a CNN takes in the raw image data as input. 
The images are typically represented as matrices of pixel 
values. The dimensions of the input layer correspond to the 
size of the input images (e.g., height, width, and color 
channels). 

Convolutional Layers:  

Convolutional layers are responsible for feature extraction. 
They consist of Convolutional Layers: Convolutional layers 
are responsible for feature extraction. They consist of filters 
(also known as kernels) that are convolved with the input 
images to capture relevant patterns and features. These 
layers learn to detect edges, textures, shapes, and other 
important visual elements [2-3]. 

Pooling Layers: 

Pooling layers reduce the spatial dimensions of the feature 
maps produced by the convolutional layers. They perform 
down sampling operations (e.g., max pooling) to retain the 
most salient information while discarding unnecessary 
details. This helps in achieving translation invariance and 
reducing computational complexity. features. The fully 
connected layers learn complex relationships between 
features and output class probabilities or predictions. 

Output Layer: 

 The output layer represents the final layer of the CNN. It 
consists of neurons equal to the number of distinct classes in 
the classification task. The output layer provides each class’s 
classification probabilities or predictions, indicating the 
likelihood of the input image belonging to a particular class. 

 

 Specialized for processing grid-like data, such as 
images. CNNs utilize convolutional layers to 
automatically  and  adaptively  learn  spatial  hierarchies  of 
features from input images, making them highly 
effective for image recognition tasks [11-13]. 
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3. RECURRENT NEURAL NETWORKS (RNNS): 

In time series data, the current observation depends on 
previous observations since subsequent observations build 
upon earlier ones. Because traditional neural networks are 
unable to store previous or historical knowledge, they treat 
each observation as independent.  

Designed for sequential data, such as time series (e.g., text, 
audio, etc.). RNNs have connections that form directed cycles, 
allowing information to persist, which is crucial for tasks 
involving sequential context. 

 

Here, xt: input at time t, st: hidden state at time t, and Ot: 
output at time t 

                     Fig. 6. RNN diagram representation 

Formula to calculate current state:    ht = f(ht-1,xt) 

Here, ht is the current state, ht-1 is the previous state and xt 
is the current input 

The equation applying after activation function (tanh) is: 

ht=tanh(whhht-1 + wxhxt) 

Here, whh : weight at recurrent neuron, 

 Wxh : weight at input neuron 

After calculating the final state, we can then produce the 
output 

The output state can be calculated as: 

 Ot = Why ht 

The common architectures which are used for sequence 
learning are: 

One to one, One to many, Many to one and Many to many. 

3.1 Different Variations of RNN 

From researchers have introduced the following advanced 
variations. 

Long Short-Term Memory (LSTM): Input, output, and 
forget gates are three types of gates that LSTM introduces to 
regulate information flow inside the network and help it 

learn long-term dependencies more efficiently than regular 
RNNs. 

Gated Recurrent Unit: Similar to LSTMs, GRUs use gates to 
manage information flow. However, they have a simpler 
architecture, making them faster to train while maintaining 
good performance. This makes them a good balance between 
complexity and efficiency. 

Bidirectional RNN: It does both forward and backward data 
processing. This is helpful for jobs like sentiment analysis 
where comprehending the complete phrase is essential since 
it enables it to gather context from both sides of a sequence. 

4. TRAINING NEURAL NETWORKS 

 Training neural networks involves optimizing their weights 
using algorithms like gradient descent. Backpropagation is 
essential for computing gradients, allowing the network to 
adjust its weights to minimize error. Advanced optimization 
methods like Adam and RMSprop improve training efficiency. 
Key challenges in training include overfitting, vanishing 
gradients, and the need for large datasets. Techniques such as 
regularization, dropout, and data augmentation are employed 
to address these issues. 

4.1. Applications 

Computer Vision: Beyond image classification, CNNs have 
been employed in object detection [11] and semantic 
segmentation [12]. 

Natural Language Processing: Models like BERT and GPT 
have advanced tasks such as machine translation, text 
summarization, and question answering [9]. 

Healthcare: Neural networks have been applied in medical 
imaging for disease detection and diagnosis [10], as well as in 
predictive analytics for patient outcomes [8]. 

Autonomous Systems: Deep learning techniques are integral 
to the development of autonomous vehicles [23] and robotics 
[22].  

4.2. Ethical Considerations and Future Directions 

The deployment of neural networks raises ethical issues, 
including bias, transparency, and accountability. Ensuring 
ethical AI involves developing fair algorithms, maintaining 
transparency in decision-making processes, and being 
accountable for AI's societal impact. Looking ahead, neural 
networks are expected to drive further innovations, with 
ongoing research focused on improving model 
interpretability, robustness, and efficiency. 

5. CONCLUSION 

This review underscores the transformative potential of 
neural networks in AI and ML. By understanding their 
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evolution, architectures, training methodologies, and 
applications, we gain a comprehensive view of their 
capabilities and future prospects. As neural networks 
continue to evolve, their ethical and responsible deployment 
will be crucial in shaping a positive impact on society. 

REFERENCES 

[1] Ian Goodfellow, Yoshua Bengio, and Aaron Courville, 
“Deep Learning “, 2016 

[2] Charu C. Aggarwal, “Neural Networks and Deep Learning”, 
ch1,2018 

[3] Kuo, T. F., & Lee, J. F. ,” A survey on neural network 
architectures for complex systems. IEEE Transactions on 
Neural Networks and Learning Systems”, 27(1), 58-68,2016. 

[4] LeCun, Y., Bengio, Y., & Hinton, G., “Deep learning. Nature”, 
521(7553), 436-444,2015 

[5] Bharati, S., & Pramanik, P., “A comprehensive review on 
convolutional neural network in machine learning”, 
Proceedings of Science and Technology, 6(1), 1-10,2020. 

[6] Rawat, W., & Wang, Z., “Deep convolutional neural 
networks for image classification: A comprehensive review”, 
Neural Computation, 29(9), 2352-2449,2017 

[7] Schmidhuber, J., “Deep learning in neural networks: An 
overview”, Neural Networks, 61, 85-117,2015. 

[8]  Rajkomar, A., Dean, J., & Kohane, I. ,”Machine learning in 
medicine”, New England Journal of Medicine, 380, 1347-
1358,2019. 

[9] Yang, Z., Dai, Z., Yang, Y., Carbonell, J., Salakhutdinov, R., & 
Le, Q. V. , XLNet: “Generalized autoregressive pretraining for 
language understanding”,In Advances in Neural Information 
Processing Systems ,pp. 5753-5763,2019. 

[10] Litjens, G., Kooi, T., Bejnordi, B. E., Setio, A. A. A., Ciompi, 
F., Ghafoorian, M., van der Laak, J. A. W. M., van Ginneken, B., 
& Sánchez, C. I.,”A survey on deep learning in medical image 
analysis”, Medical Image Analysis”, 42, 60-88,2017 

[11] Ren, S., He, K., Girshick, R., & Sun, J. , Faster R-CNN: 
“Towards real-time object detection with region proposal 
networks. In Advances in Neural Information Processing 
Systems”, pp. 91-99,2015. 

[12] Long, J., Shelhamer, E., & Darrell, T., “Fully convolutional 
networks for semantic segmentation. In Proceedings of the 
IEEE Conference on Computer Vision and Pattern 
Recognition”, pp. 3431-3440,2015. 

[13] Krizhevsky, A., Sutskever, I., & Hinton, G. E. ,ImageNet 
classification with deep convolutional neural networks, 

Advances in Neural Information Processing Systems, pp. 
1097-1105,.2012 

[14] Simonyan, K., & Zisserman, A., Very deep convolutional 
networks for large-scale image recognition. arXiv preprint 
arXiv:1409-1556, 2014. 

[15]. Bharati, S., & Pramanik, P., A comprehensive review on 
convolutional neural network in machine learning. Journal of 
Machine Learning Research, 21, 1-30,2020. 

[16] Seide, F., & Agarwal, A., Survey on neural network 
architectures. IEEE Transactions on Neural Networks and 
Learning Systems, 27(1), 1-14,2016. 

[17] Y.Chauvin,D.E.Rumelhart, Backpropagation: Theory, 
Architectures, and Ap- plications, Psychology Press, 1995 . 

[18] P. Vincent , H. Larochelle , I. Lajoie , Y. Bengio , P.-A. 
Manzagol , “Stacked denoising autoencoders: learning useful 
representations in a deep network with a local denoising 
criterion”, J. Mach. Learn. Res. 11 (2010) 3371–3408 .  

[19] Y. Bengio , P. Lamblin , D. Popovici , H. Larochelle , et al. , 
“Greedy layer-wise training of deep networks”, Adv. Neural 
Inf. Process. Syst. 19 (2007) 153 .  

[20] Y. Bengio , et al. , “Learning deep architectures for AI, 
Found”,Trends® Mach. Learn. 2 (1) (2009) 1–127  

[21] Y. Bengio , A. Courville , P. Vincent ,” Representation 
learning: a review and new perspectives”, IEEE Trans. Pattern 
Anal. Mach. Intell. 35 (8) (2013) 1798–1828 . 

[22]   Levine, S., Finn, C., Darrell, T., & Abbeel, P. ,” End-to-End 
Training of Deep Visuomotor Policies”. The Journal of 
Machine Learning Research, 17(1), 1334-1373,2016. 

[23] Bojarski, Mariusz, et al. "End to End Learning for Self-
Driving Cars."  arXiv:1604.07316 ,2016. 

BIOGRAPHIES  

 Dr. P. Vara Prasad has worked as a 
teacher for more than 20 years. He 
is now working as a vice principal 
and professor of CSE at A1Global 
Institute of Engineering and 
Technology in Markapur, AP. He 
received his PhD in CSE from Glocal 
University after completing his 
B.Tech and M.Tech degrees in CSE 
at JNT University. His areas of 
interest in research are deep 
learning and machine learning. 

1’st 
Author 

Photo 


