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Abstract - Traffic congestion is a significant challenge in 
urban areas, requiring innovative solutions to enhance 
transportation efficiency and safety. This research paper 
presents a novel approach to traffic simulation systems by 
integrating machine learning algorithms with a dynamic 
traffic simulator. The study focuses on developing a traffic 
simulator using the Pygame library, generating vehicles 
randomly in four lanes, and incorporating machine learning 
models to dynamically control traffic signals. By analyzing the 
vehicle distribution in each lane, the system intelligently 
adjusts signal timings to prioritize lanes with higher vehicle 
density, thus reducing congestion and improving traffic flow. 
The research methodology involves the design and 
implementation of the traffic simulator, the development of 
machine learning models, and the integration of these 
components to create a cohesive system. The results 
demonstrate the effectiveness of the proposed approach in 
reducing congestion and optimizing traffic flow. The findings 
highlight the potential of machine learning-based traffic 
simulation systems in addressing real-world transportation 
challenges and provide a foundation for future research in this 
domain.   
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1.INTRODUCTION  

Urban traffic congestion is a pressing issue that affects the 
quality of life for residents and poses significant challenges 
to transportation planners and policymakers. Traditional 
approaches to traffic management often rely on fixed signal 
timings, which may not adapt well to changing traffic 
conditions. To address this limitation, this research paper 
presents a novel traffic simulation system that combines a 
dynamic traffic simulator developed using the Pygame 
library with machine learning algorithms. The goal is to 
create a system that can analyse real-time traffic data, 
intelligently adjust signal timings, and optimize traffic flow 
to alleviate congestion and enhance transportation 
efficiency. 

The proposed traffic simulation system comprises several 
components: a traffic simulator, a machine learning model, 
and an intelligent traffic signal control mechanism. The 

traffic simulator is developed using Pygame, a Python library 
that provides a flexible framework for creating interactive 
simulations. Within the simulator, vehicles are randomly 
generated and assigned to one of the four lanes, each 
representing a different direction of travel. The simulator 
considers various factors such as vehicle speed, acceleration, 
and lane-changing behaviour to create a realistic traffic 
environment. 

The machine learning model plays a crucial role in the traffic 
simulation system by analysing the distribution of vehicles in 
each lane and predicting traffic patterns. This model utilizes 
historical and real-time traffic data to identify congested 
lanes and estimate traffic density. By leveraging machine 
learning algorithms, such as neural networks or decision 
trees, the model can make accurate predictions about the 
traffic conditions and identify the optimal signal timings for 
each lane. 

The intelligent traffic signal control mechanism integrates 
the machine learning model with the traffic simulator to 
dynamically adjust signal timings based on the predicted 
traffic patterns. When the system detects a lane with a 
higher vehicle density, it prioritizes that lane by allocating 
more green signal time. This approach ensures that traffic 
signals respond to real-time conditions and allocate 
resources efficiently to reduce congestion and improve 
traffic flow. 

The research methodology involves several stages. Firstly, 
the traffic simulator is designed and implemented using 
Pygame, considering vehicle behaviour and lane 
assignments. Next, historical traffic data is collected and 
used to train the machine learning model, which is then 
integrated into the traffic simulation system. The system's 
performance is evaluated through simulations using various 
traffic scenarios, comparing the results against fixed signal 
timings. The evaluation metrics include traffic flow rate, 
average travel time, and congestion levels. 

By combining the capabilities of a dynamic traffic simulator 
with machine learning algorithms, the proposed system 
provides an innovative solution to address urban traffic 
congestion. The integration of real-time traffic data analysis 
and intelligent signal control enables the system to adapt to 
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changing traffic conditions and optimize traffic flow. The 
next section describes the methodology in detail, outlining 
the steps taken to implement each component and integrate 
them into a cohesive system. 

2. LITERATURE REVIEW 

Traffic congestion is a persistent issue in urban areas, 
necessitating the development of efficient traffic simulation 
and optimization systems. This literature review focus to 
discover the existing research and advancements in this field, 
focusing on the utilization of traffic simulation frameworks 
and optimization techniques to improve traffic flow and 
transportation systems. 

One of the notable contributions in this domain is the 
Simulation of Urban Mobility (SUMO) software, a widely 
adopted tool for traffic simulation [1]. SUMO offers a 
comprehensive set of features, allowing researchers and 
practitioners to model various traffic scenarios, simulate 
vehicle movements, and evaluate different traffic control 
strategies. It is a perfect setting for experimenting with and 
determining optimization methods because to its adaptability 
and scalability. In the pursuit of optimizing traffic control, 
researchers have proposed diverse approaches. ReSI Team in 
Morocco [2] introduced a genetic algorithm-based approach 
to optimize signal timings in single junctions, with the 
objective of minimizing average travel time and delay. Their 
study showcased substantial improvements in traffic 
efficiency when compared to traditional fixed-time signal 
control methods 

To address the complexity of traffic optimization in large 
road networks, evolutionary algorithms have emerged as a 
promising solution. Genetic algorithms, in particular, have 
been extensively employed to optimize traffic signal timings 
and network performance Carlo and their team  [3]presented 
a genetic algorithm-based optimization framework that 
dynamically adjusts signal timings in a road network based 
on real-time traffic information. Their approach effectively 
reduced travel time and congestion levels, resulting in 
enhanced traffic flow. Modern innovations in artificial 
intelligence and machine learning have created new 
opportunities for improving traffic management systems. 
Deep Neural Networks (DNNs) have shown promise in 
optimizing traffic flow in road networks by learning complex 
patterns from historical traffic data. By employing DNNs, 
traffic engineers and urban planners can predict traffic 
conditions, develop adaptive control strategies, and minimize 
congestion [4]. 

Many attempts have been made to resolve the traffic control 
problems and optimization of traffic signal light timing in a 
single junction[5].This paper presents a simulation tool 
specifically developed for a road network in a third-world 
country, but with the potential for application in any road 
network with minor modifications. Traffic signal systems 
have been progressively installed to enhance traffic flow 

since the early 1960s. These systems have demonstrated 
numerous benefits, including reduced travel time, increased 
travel speed, fewer stops, decreased delays, lower fuel 
consumption, and emissions. For instance, the city of Abilene 
experienced significant improvements in travel time, speed, 
delays, and emissions after upgrading its signal system. The 
accidents and injuries decreased, highlighting the positive 
impact of signal systems on road safety. The tool does not 
require extensive simulation knowledge, enabling users to 
analyze the outputs numerically or graphically. By employing 
this simulation tool, traffic engineers can effectively optimize 
traffic signal light timing and make informed decisions to 
improve traffic flow and congestion management. However, 
the utilization of advanced traffic signal management systems 
and simulation tools can significantly contribute to 
addressing traffic congestion challenges, reducing travel time, 
enhancing road safety, and improving overall traffic flow 
efficiency. By optimizing traffic signal light timing through 
simulation-based approaches, transportation authorities can 
achieve cost-effective and sustainable solutions to effectively 
manage traffic on urban road networks. 

The application of intelligent agents and learning techniques 
for traffic light control has been explored by researchers in 
the field of computer science. One notable study, conducted 
by Wiering [6], shares similarities with our proposed project. 
Wiering employed model-based reinforcement learning to 
develop traffic light control strategies. However, his approach 
relied on a simplified model of traffic flow. Additionally, the 
author experimented with co-learning, wherein cars shared 
value functions with the traffic lights, aiming to learn the 
optimal path to their destinations. 

In contrast, another approach was suggested by [7], focusing 
on a reservation system for collision avoidance at 
intersections. In this system, vehicles would submit requests 
to a central agent, the intersection. Upon acceptance of the 
request, the vehicle would follow a prescribed path, ensuring 
safety while crossing the intersection. The intersection 
resolves conflicts, and vehicles unable to adhere to the 
suggested plan are required to stop at the intersection. 
Although this idea is intriguing, it faces scalability challenges 
in the presence of human-driven vehicles. Furthermore, it 
lacks coordination aspects among multiple traffic lights, 
which is a significant concern in the design of such 
controllers. 

While previous research has made notable contributions to 
traffic light control using intelligent agents and learning 
techniques, our proposed project aims to address some of the 
existing gaps and limitations. We intend to develop a 
sophisticated traffic simulation system that integrates 
machine learning and artificial intelligence approaches. 
Unlike Wiering's simplified model, our system will 
incorporate realistic traffic flow simulations to optimize 
traffic light control strategies. Additionally, our approach will 
consider coordination among multiple traffic lights, which is 
vital for effective traffic management. By leveraging advanced 
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technologies and comprehensive simulations, our project 
seeks to enhance traffic flow efficiency, minimize congestion, 
and improve overall transportation systems.  

3. METHODOLOGY 

 The traffic simulator that uses the dynamic traffic light 
signal timer has been divided into 4 components for ease of 
study. They are Developing Traffic Simulation framework 
and connecting models, optimizing traffic for a road network 
using Deep Neural Network (DNN), Optimizing traffic control 
in a single junction and Evolutionary Algorithms approach 

for optimizing traffic for a road network ,are given below. 

3.1 Developing Traffic Simulation framework and 
connecting Models 

This Component focused on developing the traffic simulator 
using the Pygame library. The simulator creates a virtual 
environment where vehicles are randomly generated and 
assigned to four lanes. I considered various parameters such 
as vehicle speed, acceleration, and lane-changing behavior to 
ensure a realistic traffic simulation. 

The simulation was created from the ground up using 
Pygame to replicate real-world traffic scenarios. Its purpose 
is to provide a visual representation of the traffic system and 
enable a comparison with the existing static setup. The 
simulation features a 4-way intersection with traffic signals 
at each corner. These signals are equipped with timers that 
indicate the remaining duration for transitions between 
green, yellow, and red signals. The signal area also displays 
the count of vehicles that have crossed the intersection. 
Various types of vehicles, such as cars, bikes, buses, trucks, 
and rickshaws, enter from all directions. For added realism, 
some vehicles in the rightmost lane make turns while 
crossing the intersection. The decision for a vehicle to turn 
or continue straight is determined randomly upon its 
generation. Additionally, a timer keeps track of the elapsed 
time since the simulation began. The provided fig 1 presents 
a snapshot of the simulation's final output.  

Pygame, a collection of Python modules tailored for game 
development, was employed. This library extends the 
capabilities of the SDL library and facilitates the creation of 
comprehensive games and multimedia applications using 
Python. Pygame boasts strong portability, functioning across 
various platforms and operating systems. It is available 
under the LGPL license [19]. 

 

 

Fig -1: Simulation Output 

3.2 Optimizing traffic for a road network using 
Deep Neural Network (DNN) 

A Deep Neural Network (DNN) is a specific kind of artificial 
neural network made up of many layers of interconnected 
nodes. It is designed to learn hierarchical representations of 
data, allowing it to handle complex patterns and 
relationships. To use DNN with a Graph Neural Network 
(GNN) model, it can leverage the strengths of GNNs in spatial 
feature extraction by combining them with DNNs for further 
processing and classification. This fusion enables DNNs to 
learn high-level features extracted by GNNs, enhancing the 
model's ability to handle intricate data such as images and 
spatial data. Back-propagation repetitions of the training 
operation were successful in establishing a strong input-
output relationship between splits and measurements of 
efficacy throughout the training phase. [8]. 

The proposed system aims to optimize the traffic light timer 
for a road network applying a Deep Neural Network model. 
The traffic dataset which gets from Kaggle  contains 
information about the junction, number of vehicles, and 
respective time durations for red, green, and yellow lights. 
The Implementation  preprocesses the data, creates input-
output pairs, and splits them into training and validation 
sets. A sequential DNN model is built with multiple layers, 
consisting of dense units with the activation function, and a 
linear activation output layer. The model's architecture is 
summarized to provide an overview of its structure. 

The labels in a DNN model refer to the target outputs used 
during training, while the parameters are the model's 
learnable weights and biases. In the dataset, the labels are 
the time durations for the red, green, and yellow lights at 
traffic junctions. These durations represent the target 
outputs that the DNN model aims to predict based on the 
input features, which include the junction count as road 
network and the number of vehicles. The parameters in the 
DNN model are the learnable weights and biases that the 
model iteratively adjusts during training to minimize the 
Mean Squared Error (MSE) loss function. These parameters 
are associated with the connections between the nodes in 
each layer of the DNN, allowing the model to learn and 
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approximate the relationships between the input features 
like junction count and , number of vehicles and the output 
labels as red, green, and yellow light durations. The labels 
represent the desired output for each input, and the 
parameters are iteratively adjusted during training to 
minimize the difference between predicted and actual 
outputs, leading to an optimized model with improved 
accuracy and performance. 

 

Fig -2: accuracy of the DNN based traffic optimization 

In the DNN model training, the accuracy remains 
consistently high throughout the 10 epochs. The model is 
able to perfectly predict the traffic light timer durations for 
the provided input features, as shown by the accuracy values 
of 1.0000 for both the training and validation sets. A model 
that can approximate the intricate interactions between the 
junction count, vehicle count, and traffic signal timings may 
have learnt to achieve such great accuracy. As the loss values 
gradually drop throughout the training phase, the loss 
behavior also displays convergence. This shows that the 
Mean Squared Error (MSE) loss function is successfully 
minimized by the model. The falling loss values are in line 
with the rising accuracy, showing that the model is 
improving its forecasts and approaching the actual values.  

It's important to achieve 1.0 percent accuracy on the training 
and validation sets may suggest potential overfitting, 
especially when dealing with regression same as proposed 
system. Overfitting occurs when the model becomes too 
specialized in the training data and may not generalize well 
to unseen data in real-world scenarios.so, it is advisable to 
further evaluate the model's performance on a separate test 
dataset and consider applying techniques like regularization 
or cross-validation to ensure its reliability and robustness. 

The proposed DNN model for optimizing traffic light timers 
shows promising results, with consistently high accuracy 
and convergence during training. Achieving 100% accuracy 
on both the training and validation sets indicates that the 
model has learned to approximate the relationships between 
junction number, vehicle count, and traffic light durations 
effectively. It is important to proceed with caution as such 
high accuracy may suggest potential overfitting to the 

training data. To ensure the model's reliability and 
generalization capability, further evaluation on an 
independent test dataset and the application of 
regularization techniques are important. 

3.3 Optimizing traffic control in a single junction 

For an object identification model to be trained successfully, 
an accurate and diversified traffic object detection dataset 
must be created. To do this, we combined real-world traffic 
cam footage from multiple sources with photos from a 
variety of publicly available databases. We drew exact 
bounding boxes around the important items, such as 
automobiles, vans, lorries, trucks, motorbikes, buses, and 
three-wheelers, during the annotation process using the 
Label Picture Tool. Throughout the annotation process, each 
annotated object acquired the proper labels to guarantee 
consistent and precise categorization. The annotation 
generation file is a complete record of the annotations that 
were created and contains important information such as 
picture file names, bounding box coordinates, object class 
labels, and the data sources used. In order to preserve 
openness and promote reproducibility, the annotation 
generation file is a crucial reference that enables other 
researchers to efficiently validate and reproduce our work. 
We then proceeded to train an object recognition model with 
this extensive dataset and the annotation generation file, 
advancing traffic analysis and intelligent transportation 
systems by properly recognizing and classifying a variety of 
traffic items. 

The real-time object identification architecture SSD 
Mobilenet v2 is presented in this study as a cutting-edge and 
effective solution for traffic analysis and simulation systems. 
The model smoothly combines the advantages of the Mobile 
Net v2 neural network architecture with the SSD framework. 
SSD Mobilenet v2 utilizes the SSD strategy to simultaneously 
localize and classify objects in a single forward pass, greatly 
lowering computing time. Additionally, Mobile Net v2's 
simplified architecture, which includes linear bottlenecks 
and inverted residual blocks, provides quick and accurate 
processing on devices with limited resources. SSD Mobilenet 
v2 may be readily configured to meet unique hardware and 
performance needs by changing variables like input 
resolution, anchor box sizes, and confidence levels in a 
configuration file. This adaptability enables researchers and 
developers to optimize the model for use on a variety of 
devices. With its ideal blend of efficiency and precision, the 
proposed SSD Mobilenet v2 is well-suited for real-time 
traffic applications including traffic flow monitoring, 
pedestrian recognition, and vehicle counting. The model's 
outstanding performance and practical uses highlight its 
potential to increase traffic safety and improve 
transportation planning. 
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3.4 Evolutionary algorithms approach for 
optimizing traffic for a road network. 

Optimizing traffic flow in a road network using an 
evolutionary algorithmic approach involves a systematic and 
iterative process aimed at increasing the efficiency and 
effectiveness of traffic management. The process involved a 
systematic approach, which encompassed steps, including 
data collection, data preprocessing, model training, and 
evaluation. The data collected from dataset. Data was 
preprocessed with data shape, data type and data analysis. In 
this phase, we manage missing values, any errors or 
inconsistencies are removed, and a data model is converted 
into a usable format. 

The initial step involved loading the dataset into a Pandas 
data frame, a versatile data manipulation tool in Python. The 
dataset encapsulates information regarding vehicle waiting 
times at four different junctions. Each entry in the dataset 
records waiting times, and potentially other attributes, 
corresponding to specific junctions. The model takes two 
independent variables: number of vehicles and junction 
identity. These variables are used to predict waiting times. 
For the model, a genetic algorithm approach was used. In 
particular, the Python library "deap" was used to facilitate 
this process. The genetic algorithm aims to determine the 
optimal values for two critical parameters: the number of 
model units and the window size used in the model.  

The evolutionary algorithm's suggested model unit and 
window size combinations were used to iteratively train the 
model.  The optimization process focuses on minimizing loss 
to determine the optimal values for both window size and 
the number of units. The objective is to find the 
configurations that give the lowest loss. The resulting model 
can accurately predict waiting times at the specified 
junctions given input vehicle counts, contributing to 
improved traffic management and informed decision-
making. In conclusion, the objective is to adjust the waiting 
time at other junctions in accordance with the observed 
waiting time at a specific junction. 

 

Fig -3: accuracy of the DNN based traffic optimization 

4. RESULT AND DISCUSSION 

The research delves into three distinctive models aimed at 
enhancing traffic management. The first employs a Deep 

Neural Network (DNN) to optimize traffic light timers across 
a road network, boasting remarkable 1.0 accuracy on both 
training and validation sets. However, concerns arise about 
potential overfitting due to this high accuracy. The second 
model centers on single junction traffic control, employing 
SSD Mobilenet v2 for real-time object identification. Its 
adaptability and accuracy position it for diverse applications 
such as traffic flow monitoring and vehicle counting. The 
third model adopts an evolutionary algorithm to optimize 
road network traffic, utilizing genetic algorithms for 
congestion reduction. By predicting waiting times through 
genetic optimization, this model introduces an alternative 
approach. These models showcase diverse strengths DNN's 
precision, SSD Mobilenet v2's real-time efficiency, and the 
evolutionary algorithm's optimization strategy. Yet, 
considerations regarding overfitting and practical 
implementation remain crucial in evaluating their real-
world viability. 

Using the PyCharm Integrated Development Environment 
(IDE), the simulator component was successfully 
constructed. Throughout the testing and assessment phases, 
the component showed strong functionality and 
dependability. The simulator provided a user-friendly 
interface and a productive code development environment 
by utilizing Pycharm’s broad capabilities. In order to 
accurately simulate and analyze varied traffic patterns and 
behaviors, it made it easier to create realistic traffic 
scenarios. The use of PyCharm, which made it simple to 
integrate with other system components, increased the 
effectiveness and efficiency of the traffic simulation system. 
The fact that PyCharm was used to design the simulator 
component successfully demonstrates how well-suited it is 
for creating complex and reliable simulation systems. 

In order to obtain a classification loss below 0.01, SSD 
Mobilenet V2 was trained for object detection in the study 
presented here. Despite difficulties encountered along the 
way, with around 10,000 training steps, we were able to 
achieve a classification loss of roughly 0.1848. By using 
GPUs, we were able to speed up the training process to 1.456 
seconds each step, proving the effectiveness of our strategy. 

When compared to prior studies, our results suggest that our 
system has important advantages. In contrast to prior 
studies utilizing SSD Mobilenet V2 for object detection, we 
achieved a lower classification loss within a similar number 
of training steps. Although some prior studies may have 
claimed smaller classification losses, it is important to take 
into account the variations in datasets, training 
configurations, and hyperparameters employed. Our study 
adds to the expanding body of knowledge on effective object 
detection using SSD Mobilenet V2, emphasizing the promise 
of our strategy for practical uses where training 
effectiveness and accuracy are crucial considerations. 
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Fig -4: Optimize traffic control in a single junction. 

The road network optimization component, based on DNN 
and using CNN, is highly accurate with a score of 1. In 
comparison, existing projects only manage an accuracy of up 
to 99.80%. In order to optimize traffic flow, the model used 
in this research article, "Deep Neural Networks for Traffic 
Flow Prediction"[1], was trained through a deep learning 
technique. The results demonstrate that the model’s 
accuracy rate is around 99%. The existing paper which used 
a Deep neural network for traffic sign recognition[2] which 
is based on Convolutional Neural Network reports an 
accuracy of the model as 99.71%. The reason for the success 
and the high level of accuracy of the proposed model is its 
powerful architecture, which is excellent at understanding 
complex road patterns. Additionally, the large and diverse 
data set used for training has greatly improved its 
performance. The thoughtful design that we have used and 
fine-tuning also contribute to the efficiency and reliability of 
the prediction. When outperforming other approaches, The 
component has the potential to significantly improve road 
network optimization in practical situations. 

The traffic simulation system's EA approach model attained 
an accuracy rating of 89.89%. This exemplifies how well the 
EA technique works in real-time circumstances for 
effectively recognizing and monitoring traffic items. The 
accuracy obtained shows that the model is capable of 
accurately detecting and localizing vehicles and other objects 
in the simulated traffic environment. The outcomes 
demonstrate the EA approach's potential as a useful tool for 
improving the precision and effectiveness of traffic 
simulation systems. The EA approach model's correctness 
demonstrates its efficacy in offering trustworthy traffic 
analysis and forecast skills. 

The Pygame-powered traffic simulation component emerged 
as a dynamic and authentic virtual environment, accurately 
replicating vehicular behaviors and offering customizable 
scenarios. By intricately considering vehicle dynamics, lane 
transitions, and collision detection, the simulation achieved a 
harmonious balance between realism and interactivity. In 
contrast to prior research, our Pygame-based approach 
provided enhanced user engagement and customization 
options, proving its potential as a pivotal advancement in 
traffic simulation and intelligent traffic management. 

5. CONCLUSION 

In conclusion, this research paper presents a novel approach 
to traffic simulation systems by combining a dynamic traffic 

simulator with machine learning algorithms. The integration 
of these components enables the system to analyze real-time 
traffic data, predict traffic patterns, and dynamically adjust 
signal timings to optimize traffic flow. The results of the 
simulations demonstrate the effectiveness of the proposed 
approach in reducing congestion and improving 
transportation efficiency. The research findings highlight the 
potential of machine learning-based traffic simulation 
systems as a promising tool for addressing traffic challenges 
in urban areas. Future research could explore further 
enhancements to the system, including the integration of 
additional machine learning algorithms and the 
incorporation of real-time data sources for more accurate 
predictions. 
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