
          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

     Volume: 10 Issue: 06 | Jun 2023                 www.irjet.net                                                                        p-ISSN: 2395-0072 

  

© 2023, IRJET       |       Impact Factor value: 8.226       |       ISO 9001:2008 Certified Journal       |     Page 1055 
 

 

Performance Analysis and Parallelization of Cosine Similarity of 
Documents 

Bandi Harshavardhan Reddy1, Gopa laasya lalitha priya2, Kodakanti Prashanth3, L Mohana 
Sundari4  

123
UG Student, School of Computer Science and Engineering, Vellore Institute of Technology, India. 

4
Assistant Prof Senior, School of Computer Science and Engineering, Vellore Institute of Technology, India. 

---------------------------------------------------------------------------***--------------------------------------------------------------------------- 
Abstract - Currently, the Internet contains an 

extensive col- lection of documents, and search 
engines utilize web crawlers to retrieve content for 
queries. The retrieved pages are then ranked based on 
their relevance to the query using page rank algorithms. 
Typically, the cosine similarity algorithm is employed to 
determine the similarity between the retrieved content 
and the query. However, a challenge arises when 
dealing with a large set of retrieved documents. 
Applying the conventional cosine similarity algorithm 
to rank pages becomes difficult in such cases. To 
address this issue, we propose an optimized algorithm 
that utilizes parallelization to calculate the cosine 
similarity of documents in large sets. By parallelizing 
the procedure, we can enhance efficiency and reduce 
latency by processing a greater number of documents 
in less time. 

Keywords-Web Crawlers, Cosine Similarity, 
Parallelizing, Effi- ciency, Optimized 

I. INTRODUCTION 

The primary goal of the project is to utilize parallel 
computing to determine document similarity, thereby 
simplifying the task and achieving similarity results with 
reduced computational power. By implementing cosine 
similarity algorithms in parallel computing, we aim to 
enhance the speed and efficiency of document search. Unlike 
other algorithms, cosine similarity can effectively address 
certain problems. When processing a query, numerous 
relevant documents are retrieved and sub- sequently 
require page ranking. However, the existing page ranking 
algorithm proves inefficient when dealing with a large 
number of retrieved documents. To overcome this 
challenge, we have devised a more powerful and efficient 
algorithm that leverages parallelization to process extensive 
document sets in significantly less time compared to the page 
ranking algorithm. 

 

II. LITERATURE REVIEW 

[1] The rapid global expansion of the Internet has resulted 
in a massive amount of data being stored on servers. The 
amount of data produced in the last two years alone 
surpasses the cumulative data generated in previous years, 
primarily attributed to the extensive adoption of Internet of 
Things (IoT) devices. This data has emerged as a valuable 
resource for con- ducting predictive analysis of forthcoming 
events. However, the increasing diversity of data types and 
the speed at which it is being generated has posed a 
challenge for data analysis technology. The objective of this 
study is to examine the interaction between big data files and 
a range of data mining algorithms, including Na¨ıve Bayes, 
Support Vector Machines, Linear Discriminant Analysis 
Algorithm, Artificial Neural Networks, C4.5, C5.0, and K-
Nearest Neighbor. Specifically, 

Twitter comments are analyzed as the input data for these 
algorithms. [2]This research paper examines the use of 
Sharpened Cosine Similarity (SCS) as an alternative to 
convolutional layers in image classification. While previous 
studies have reported promising results, a comprehensive 
empirical analysis of neural network performance using SCS 
is lacking. The researchers investigate the parameter 
behavior and potential of SCS as an alternative to 
convolutions in different CNN architectures, employing 
CIFAR-10 as a benchmark dataset. The findings indicate that 
while SCS may not significantly im-prove accuracy, it has the 
potential to learn more interpretable representations. 
Moreover, in specific situations, SCS might provide a  
marginal  improvement  in  adversarial  robustness. 

[3] A parallelization approach to enhance the performance of 
the summarization process. By integrating the Non-
dominated Sorting Genetic Algorithm II (NSGA-II) with 
MapReduce, the parallelization approach achieves enhanced 
efficiency and quicker extraction of text summaries from 
multiple documents. To evaluate its performance, the 
proposed method is compared to a nonparallelized version of 
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the NSGA-II algorithm. [4] Within this study, we present two 
novel similarity metrics that are tailored for comparing 
sense-level representations. By harnessing the 
characteristics of sense embeddings, we effectively enhance 
existing strategies and achieve a more robust correlation 
with human similarity ratings. Furthermore, we advocate for 
the inclusion of a task that involves identifying the senses 
that underlie the similarity rating, alongside semantic 
similar- ity. Empirical results validate the advantages of the 
proposed metrics for both semantic similarity and sense 
identification tasks. Additionally, we provide a 
comprehensive explanation of the implementation of these 
similarity metrics using six crucial sets of sense 
embeddings. [5] The proposed system has three main 
components: pre-processing, feature extraction, and 
evaluation. In the preprocessing phase, the system removes 
stop words, stemming, and performs tokenization to convert 
the input into a set of words. Finally, the evaluation 
phase uses the cosine similarity technique to evaluate the 
similarity between the reference answer and the student’s 
answer. [6] A neuromemristive competitive learning system, 
which is a type of artificial neural network that incorporates 
memristors as synaptic weights. The system is designed to 
learn from data in an unsupervised manner, without the need 
for labeled training data. In this paper, the MNIST dataset is 
utilized, comprising of 60,000 training images and 10,000 
testing images showcasing handwritten digits. The system 
effectively learns the image features by mapping them 
onto a high-dimensional space and subsequently clustering 
them using cosine similarity. [7] Proposed a parallel 
algorithm to construct a nearest neighbor graph using the 
cosine similarity measure. The algorithm is based on the 
idea of dividing the data set into multiple partitions, and 
then While the proposed algorithm is effective in 
constructing a nearest neighbor graph using the cosine 
similarity measure in a parallel computing environment, 
there are some limitations to this research. Firstly, the 3 
processing each partition in parallel. To calculate the 
similarity between every pair of data points, the cosine 
similarity measure is employed. Subsequently, the algorithm 
creates a graph where each data point is represented as a 
node, and the edges connecting the nodes are determined by 
the cosine similarity measure. [8] This research paper 
focuses on the application of Natural Language Processing 
(NLP) techniques for measuring semantic text similarity in 
documents related to safety-critical systems. The objective is 
to assess the level of semantic equivalence among multi-
word sentences found in railway safety documents. The 
study involves preprocessing and cleaning unstructured data 
of different formats, followed by the application of NLP 
toolkits and similarity metrics such as Jaccard and Cosine. 
The results indicate the feasibility of automating the 

identification of equivalent rules and procedures, as well as 
measuring similarity across diverse safety-critical documents, 
using NLP and similarity measurement techniques. [9] The 
paper introduces a methodological approach for evaluating 
the performance of discovery algorithms. The evaluation 
encompasses several metrics, including discovery estimation 
errors, complexity, range-based RSS technique, and criteria 
such as success ratio, residual energy, accuracy, and root-
mean- square error (RMSE). To assess the performance, two 
distinct discovery studies, namely Hamming and Cosine, are 
compared with a reference RMSE. The paper concludes by 
presenting an overview of the discovery algorithm 
improvement cycle, which shows a 21 percent decrease in 
discovery error and improved RMSE accuracy, along with a 
29 percent reduction in com- plexity through Euclidean 
distance analysis. [10] This research paper focuses on the 
growing relevance of bioinformatics, genomics, and biological 
computations due to the COVID-19 pandemic. It explores the 
representation of virus genomes as character strings based 
on nucleobases and applies document similarity metrics to 
measure their similarities. The study then applies clustering 
algorithms to the similarity results to group genomes 
together. In this paper, the utilization of P systems, also 
known as membrane systems, is introduced as computation 
models inspired by the information flow observed in 
membrane cells. These P systems are applied specifically for 
the purpose of data clustering. It investigates a novel and 
versatile clustering method for genomes using membrane 
clustering models and document similarity metrics, an area 
that has not been extensively explored in the context of 
membrane clustering models. [11] This article discusses 
the optimization and acceleration of machine learning using 
instruction set-based accelerators on Field Programmable 
Gate Arrays (FPGAs) for processing large-scale data. This 
article introduces a flexible accelerator design that 
incorporates out-of- order automatic parallelization, 
specifically designed for data- intensive applications. The 
accelerator is capable of supporting four essential 
applications: clustering algorithms, deep neural networks, 
genome sequencing, and collaborative filtering. To optimize 
instruction-level parallelism, the accelerator utilizes an out-
of-order scheduling method for parallel dataflow 
computation. [12] This paper addresses the challenges faced 
by China Telecom in managing the increasing number and 
scope of technical projects. The process of examination, 
evaluation, and management becomes more complex, leading 
to repeated declaration and approval of projects. The 
paper focuses on the semantic similarity calculation method 
for project con- tents. This method enables the convenient, 
efficient, and accurate identification of similar projects. By 
reducing redundant project construction, it enhances the 
utilization efficiency of research funds and improves the 
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scientific research management level of the enterprise. The 
proposed approach aims to streamline project management, 
enhance resource allocation, and improve overall research 
management practices within China Telecom. [13] This 
article addresses the challenge of fast and efficient depth 
estimation from stereo images for real- time applications 
such as robotics and autonomous vehicles. While deep 
neural networks (DNN) have shown promising results, their 
computational complexity makes them unsuitable for real-
world deployment. The proposed system, called StereoBit, 
aims to achieve real-time disparity map generation with 
close to state-of-the-art accuracy. It introduces a binary 
neural network for efficient similarity calculations using 
weighted Hamming distance. The network is derived from a 
well-trained network with cosine similarity using a novel 
approximation approach. An optimization framework is also 
presented to maximize the computing power of StereoBit 
while minimizing memory usage. Experimental evaluations 
demonstrate that StereoBit achieves 60 frames per second 
on an NVIDIA TITAN Xp GPU with a 3.56 percent non-
occluded stereo error on the KITTI 2012 benchmark. The 
proposed system offers a fast and lightweight solution for 
real-time stereo estimation with high accuracy. [14] In this 
study, the authors address the scalability challenge 
associated with spectral clustering, a clustering technique 
that offers various advantages over k-means but suffers from 
high computational complexity and memory requirements. 
To overcome these limitations, the authors propose a GPU-
based solution. They introduce optimized algorithms 
specifically designed to construct the similarity matrix in 
Compressed Sparse Row (CSR) format directly on the GPU. 
Furthermore, they leverage the spectral graph partitioning 
API provided by the GPU-accelerated nv- GRAPH library for 
efficient eigenvector extraction and other necessary 
computations. The authors conducted experiments using 
synthetic and real-world large datasets, showcasing the 
exceptional performance and scalability of their GPU 
implementation for spectral clustering. The proposed 
solution effectively enables efficient and scalable spectral 
clustering for large datasets, making it a valuable tool for 
data analysis and clustering tasks. [15] This project aims 
to address the challenge of finding desired rooms and 
compatible roommates by matching them according to their 
expectations. In situations like relocating for a job transfer, 
individuals often struggle to find suitable rooms, roommates, 
and locations that minimize commuting distances. Budget 
considerations are also taken into account, ensuring that 
rooms within the preferred price range are displayed. Unlike 
existing systems that overlook user preferences, this project 
considers both room and roommate preferences. The system 
utilizes filters based on amenities, gender, and price, 
displaying results based on a match score that reflects 

compatibility. Rooms and potential roommates are sorted 
based on the highest likelihood of being a good fit, offering 
users a personalized and efficient solution for finding their 
perfect room or preferred roommates. [16] This paper 
introduces a novel extractive approach for multi-document 
text summarization. The approach begins by consolidating the 
con- tent from multiple documents into a single text file, 
eliminating redundancy. To ensure comprehensive content 
coverage while avoiding redundancy, the study employs a 
hybrid similarity approach based on the Word Mover 
Distance (WMD) and Modified Normalized Google Distance 
(M-NGD) (WM) Hy- brid Weight Method. The feature weights 
are optimized using Dolphin swarm optimization (DSO), a 
metaheuristic approach. The proposed methodology is 
implemented in Python using the multiling 2013 dataset, and 
its performance is assessed using ROUGE and AutoSummENG 
metrics. The experimental results validate the effectiveness 
of the proposed technique for multi-document text 
summarization. [17] This research focuses on enhancing 
performance in hydrodynamic simula- tion codes through 
various techniques. One such technique is Adaptive Mesh 
Refinement (AMR), which improves mem- ory optimization in 
mesh-based simulations. To address the challenges of 
integrating AMR into existing applications, a new branch 
called Phantom-Cell AMR is introduced, enabling a smooth 
transition to optimization while reducing devel- oper effort. 
The Phantom-Cell AMR scheme is tested on different 
architectures and parallel frameworks to showcase its 
optimizations. The research also investigates efficient data 
structures that optimize memory layout for cache 
performance, aiming for performant and portable codes 
across CPU and GPU architectures. Parallel performance and 
portability are prioritized to meet the requirements of high-
performance computing systems. [18] In this research, we 
present a novel approach utilizing multiband on-off keying 
(MB-OOK) mod- ulation with a noncoherent receiver. We 
evaluate the perfor- mance of a differential MB-OOK 
transceiver employing a THz channel model. Our findings 
showcase a remarkable data rate of 54.24 Gbps with a bit 
error rate (BER) of 10 power -3 for distances less than 35 
meters between the transmit- ter and receiver. Moreover, 
our proposed system exhibits a favorable balance between 
throughput, power consumption, and complexity. These 
advantageous attributes position it as a promising solution 
for THz applications that demand high- speed data 
transmission. [19] In this research, we introduce HyperOMS, 
a novel approach that leverages hyperdimensional computing 
to tackle these challenges. Unlike existing algorithms that 
utilize floating-point numbers to represent spectral data, 
HyperOMS encodes them as high-dimensional binary vectors. 
This encoding enables efficient OMS operations in a high-
dimensional space. The parallelism and simplicity of boolean 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

     Volume: 10 Issue: 06 | Jun 2023                 www.irjet.net                                                                        p-ISSN: 2395-0072 

  

© 2023, IRJET       |       Impact Factor value: 8.226       |       ISO 9001:2008 Certified Journal       |     Page 1058 
 

 

operations make HyperOMS suitable for implementation on 
parallel computing platforms. Experimental results 
demonstrate that HyperOMS, when executed on a GPU, 
achieves significantly faster performance (up to 17 times) 
and greater energy efficiency (6.4 times) compared to state- 
of-the-art GPU-based OMS tools. Furthermore, HyperOMS 
delivers comparable search quality to competing search 
tools. These findings highlight the potential of HyperOMS in 
accelerating protein identification while maintaining high 
search accuracy, thereby advancing the field of mass 
spectrometry- based proteomics. [20] Within this study, we 
present a novel similarity function designed for feature 
pattern clustering and high-dimensional text classification. 
Our proposed function facilitates supervised learning-based 
dimensionality reduction while preserving the underlying 
word distribution. Notably, our approach ensures 
consistency in word distribution both pre and post 
dimensionality reduction. 

Empirical results validate the effectiveness of our method, 
as it successfully reduces dimensionality while preserving 
word distribution, leading to enhanced classification 
accuracies in comparison to alternative measures. This 
research contributes to the advancement of text document 
classification and clustering by addressing the limitations of 
traditional approaches and emphasizing the significance of 
word distribution. 

III. PROPOSED   METHODOLOGY 

The proposed methology of our project goes as follows: 

1) Download the documents from the web. 

2) Parallelize the procedure of calculation of the TF for 
all the terms in all the documents. 

3) To address the issue of varying term frequencies in 
documents of different sizes, it is important to normalize 
the TF (Term Frequency). This normalization process 
becomes particularly crucial in large documents where 
term frequencies can be significantly higher compared 
to smaller documents. By normalizing the TF based on 
the document’s size, this problem can be mitigated 
effectively. Notably, the process of TF normalization is 
parallelized for improved efficiency. 

4) Normalized TF = (No.of times the term occuring in the 
document) / (Total no.of terms in the document) 

5) Certain terms that occur too frequently have very little 
power, so they have to be weighed down whereas terms 
occurring less in the document may be more relevant 

so it has to be weighed up. 

6) IDF (Inverted Term Frequency) = 1+log2 (Total no.of 
documents) / (No.of documents with the word in it) After 
calculating the TF and IDF we have to calculate the 
similarity for documents. 

Here,d1 is document and d2 is query 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Proposed Model Architecture 

IV. RESULTS 

The following snippets describe the output of the program 
and the difference of time interval between parallel 
execution and serial execution 
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Fig. 3. Time taken for parallel execution

  

 

This shows the similarity between documents and the 
time it took to search the query on parallel execution. 

 

Fig. 4. Time taken for serial execution 

 This shows the time the system took to search the query 
in the documents. 

V. CONCLUSION 

Based on our analysis and experimentation, it can be 
con- cluded that parallelizing the calculation of cosine 
similarity yields significant performance improvements. 
Our observa- tions indicate that the parallel

Fig. 2. Output of the program 

Additionally, we found that selecting the appropriate 
number of threads for parallel execution depends on the 
available cores in the system and the size of the document 
collection. Insufficient thread utilization may occur when 
using too few threads, whereas excessive threads can 
result in overhead due to thread synchronization and 
contention.Furthermore, the performance of the cosine 
similarity calculation is influenced by the characteristics of 
the document collection, such as the average document 
length and the sparsity of document vectors. Notably, the 
algorithm’s performance degrades as the sparsity of 
document vectors increases. 

In summary, this project emphasizes the significance of 
par- allelization in efficiently computing cosine similarity 
for large document collections. It also highlights the 
importance of carefully tuning system parameters to 
achieve optimal perfor- mance. 

The project can contribute to advancing the field of 
document similarity analysis, improve the efficiency of 
cosine similarity calculations, and enable the development 
of high-performance applications that rely on document 
matching and retrieval. 

implementation achieved a remarkable speedup of up to 
140 times compared to the sequential implementation 
when dealing with large document collections. 
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