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Abstract - Network security is of paramount importance in 
today's digital landscape, where cyber threats continue to 
evolve and become more sophisticated. Intrusion detection 
systems (IDS) play a crucial role in identifying and mitigating 
these threats, but they face challenges in detecting attacks 
accurately and efficiently. In this research paper, we propose a 
multi-stage intrusion detection approach that aims to enhance 
network security by effectively detecting and classifying 
various types of intrusions. 

The proposed approach consists of multiple stages, each 
designed to address specific aspects of intrusion detection. The 
first stage focuses on pre-processing and feature extraction, 
where relevant network traffic data is collected and 
transformed into meaningful features for subsequent analysis. 
Machine learning algorithms are applied in the second stage 
for building models capable of recognizing normal network 
behavior and identifying potential intrusions. These models 
are trained using a comprehensive dataset that encompasses 
various types of attacks and normal network traffic. 

To further improve the accuracy of intrusion detection, the 
third stage incorporates a rule-based system that applies 
specific rules and thresholds to the output of the machine 
learning models. This allows for more fine-grained 
classification of network activity and reduces false positives. 
Additionally, the proposed approach leverages anomaly 
detection techniques in the fourth stage to identify novel or 
unknown attacks that may not conform to predefined 
patterns. 

Key Words:  GBBK+, k-point+, Multi-Stage Intrusion 
Detection System, outlier detection, SVM. 

1. INTRODUCTION 

Network security is a critical concern in today's 
interconnected world. With the increasing sophistication of 
cyber threats, effective intrusion detection systems (IDS) are 
crucial for identifying and mitigating potential attacks. 
Traditional IDS often face challenges in accurately and 
efficiently detecting various types of intrusions. To address 
these limitations, this research paper proposes a multi-stage 
intrusion detection approach that combines different 
techniques to enhance network security. The purpose of "A 
Multi-Stage Intrusion Detection Approach for Network 
Security" is to propose and develop an advanced intrusion 
detection methodology that addresses the limitations of 
traditional single-stage IDS systems. The research aims to 

enhance network security by effectively detecting and 
classifying various types of intrusions. The multi-stage 
approach combines different techniques, including pre-
processing and feature extraction, machine learning-based 
classification, rule-based systems, and anomaly detection, to 
achieve more accurate and efficient intrusion detection. The 
goal is to provide network administrators with a robust and 
comprehensive system that improves the overall defense 
against cyber threats and aids in the protection of critical 
network infrastructure. The research paper also aims to 
evaluate the proposed approach using real-world network 
traffic datasets and compare its performance with traditional 
IDS systems, thereby validating the effectiveness and 
benefits of the multi-stage intrusion detection approach. 

Classification of Detection Approaches for Network 
Security 

Detection approaches for network security can be classified 
into several categories based on their underlying techniques 
and methodologies. These classifications help to provide a 
clear understanding of the different approaches and their 
respective strengths and weaknesses. Here are some 
common classifications: 

Signature-Based Detection  

Signature-based detection, also known as misuse detection, 
relies on pre-defined patterns or signatures of known 
attacks. It compares network traffic or system behavior 
against a database of signatures and raises an alert if a match 
is found. While signature-based detection is effective at 
detecting known attacks, it may struggle with detecting 
novel or unknown attacks for which no signature exists. 

Anomaly-Based Detection 

Anomaly-based detection focuses on identifying deviations 
from established patterns of normal behavior. This approach 
creates a baseline of normal network or system behavior and 
alerts on any activity that significantly deviates from the 
baseline. Anomaly detection is valuable for detecting novel 
attacks that do not match known signatures. However, it can 
be challenging to accurately define the normal behavior 
baseline and distinguish between genuine anomalies and 
legitimate variations in network activity. 
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Behavior-Based Detection 

Behavior-based detection observes and analyzes the 
behavior of entities within a network, such as users, 
applications, or devices. By establishing behavioral profiles 
and monitoring for deviations, this approach can identify 
suspicious activities indicative of an intrusion. Behavior-
based detection can be effective in detecting insider threats 
and advanced persistent threats (APTs) that exhibit complex 
attack patterns. However, it requires extensive monitoring 
and analysis to establish accurate behavior profiles and can 
be resource-intensive. 

Heuristic-Based Detection 

Heuristic-based detection combines predefined rules and 
algorithms to identify potential threats or suspicious 
activities. It uses a set of heuristics or rules that define 
indicators of compromise (IoCs) or specific patterns 
associated with attacks. Heuristic-based detection can 
complement other detection approaches by targeting 
specific attack vectors or behaviors. However, it may have 
limitations in detecting unknown or rapidly evolving threats 
that do not conform to the predefined rules. 

Hybrid Approaches 

Hybrid approaches combine multiple detection techniques 
to leverage their respective strengths. For example, a hybrid 
approach may combine signature-based detection for known 
attacks, anomaly-based detection for novel attacks, and 
behavior-based detection for insider threats. By integrating 
different approaches, hybrid systems aim to enhance 
detection accuracy and broaden the range of threats they can 
identify. 

2. CLUSTERING BASED METHOD 

Clustering-based methods are a category of detection 
approaches used in network security. These methods 
leverage clustering algorithms to identify patterns or 
groupings within network data to detect anomalies or 
potential intrusions. Clustering involves grouping similar 
data points together based on their attributes or 
characteristics. In the context of network security, 
clustering-based methods analyze network traffic data to 
identify clusters of network activity that exhibit similar 
behavior. The assumption is that normal network behavior 
will form coherent clusters, while anomalous or malicious 
activity will deviate from these clusters. The process of 
applying a clustering-based method for network security 
typically involves the following steps: 

1. Data Collection: Relevant network traffic data is 
collected from various sources, such as routers, 
switches, or network sensors. 

2. Feature Extraction: Important features or 
attributes are extracted from the collected data. 

These features may include packet sizes, protocols 
used, source and destination addresses, timing 
information, or other relevant characteristics of 
network traffic. 

3. Clustering Algorithm Selection: A suitable 
clustering algorithm is chosen based on the nature 
of the data and the objectives of the detection. 
Commonly used clustering algorithms include K-
means, DBSCAN, hierarchical clustering, or self-
organizing maps. 

4. Clustering Analysis: The selected clustering 
algorithm is applied to the extracted network traffic 
features. The algorithm partitions the data into 
clusters based on similarities or proximity between 
data points. Each cluster represents a group of 
network instances that exhibit similar behavior. 

5. Anomaly Detection: Once the clusters are formed, 
anomalies or intrusions can be identified by 
examining data points that do not belong to any 
cluster or fall into clusters with significantly 
different characteristics from the majority. 

3. SUPERVISED ANOMALY DETECTION 

In order to build a model, the subfield of machine learning 
known as supervised anomaly detection necessitates the use 
of training data. In addition to receiving the information 
necessary for the training, you will also get a selection of 
examples that you are free to use while you are going 
through the course. Every single one of these occurrences is 
made up of two different components: an input record and 
the value that is supposed to be created as the desired 
output for that record. These are the only two things that 
make up this occurrence. Consequently, new data that have 
not yet been given a label may be categorised with the 
assistance of this training dataset. This is because of the 
aforementioned reason. Obtaining a dataset that is typical in 
all aspects is not a straightforward process to carry out, as a 
matter of fact. It takes a large amount of time to accomplish 
the processes of collecting each thing, manually categorising 
it, and then, after finishing those phases, assigning the item a 
status that is either normal or hazardous based on its prior 
condition. Depending on the specifics of the situation, those 
who are taking part in the activities that are happening right 
at this very now may or may not be aware of the attacks that 
are taking place. The strategy that is based on anomalies, as 
opposed to the one that is based on signatures, is the one 
that tends to be the most effective when it comes to guarding 
against unknown threats. This is because anomalies are 
easier to see than signatures. Creating a training dataset that 
is made up entirely of labels is one of the most difficult 
aspects of carrying out supervised anomaly detection. This is 
one of the most demanding aspects of carrying out 
supervised anomaly detection. Consideration need to be 
given to this as one of the most important issues. It has been 
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demonstrated that both unsupervised anomaly-based 
detection and the identification of new assaults without any 
prior knowledge of labeled training data have the potential 
to be successful solutions to this problem. Moreover, both of 
these approaches do not require the presence of a human 
supervisor. Unsupervised and supervised anomaly detection 
algorithms are integrated and put to use in a certain manner 
in order to identify the features of each kind of incursion. 
This is done by combining the two types of algorithms. This 
is done with the main goal of obtaining a greater level of 
performance in mind, thus that should be the driving 
motivation behind it. 

3.1. Simulation 

Matlab was used so that a number of simulations of the 
procedure could be carried out. Using this method, the 
management of records that include duplicate information 
or values that are missing may be accomplished. In order to 
locate the abnormality in the data set that was referred to as 
the outlier, the procedure that was suggested was put into 
practise. The dataset is partitioned into several subsets, each 
of which is established on the basis of the class label that was 
applied to the record. The final result of the method is 
created by compiling all of the findings that were acquired 
from the individual computations of an index for an outlier 
and combining them together. 

4. COMPLEXITY ANALYSIS 

The strategy that is recommended makes use of three 
distinct methods, and their names, in order, are FindNNk(), 
FindRNNk(), and FindRNOFk(). FindNNk(), FindRNNk(), and 
FindRNOFk() are the names of some of the methods that may 
be utilised in this situation (). We are able to calculate the 
amount of time that will be required to finish the FindNNk() 
function by first taking into account the distance that exists 
between n items and then locating the k objects that have the 
shortest distance between them. This allows us to determine 
the amount of time that will be required to complete the 
FindNNk() function. Because of this, we are able to 
determine the amount of time that will be necessary to 
complete the function. This function's degree of difficulty is 
represented by the notation O(n+n), which stands for the 
phrase "operation plus number." This is as a direct result of 
the strong connection that exists between these two aspects. 
The amount of time required to complete the FindRNNK() 
method is inversely proportional to the total number of 
distinct items that are examined, which is represented by the 
notation n*k. The complexity of each item beyond the nth 
one is represented by the notation O(n*k*n), which stands 
for "n times k times n." The documentation for the 
FindRNOFk() function states that it has been given a 
complexity grade of O, which indicates that it is quite 
straightforward to use (n). The procedure that was 
explained has a level of temporal complexity equal to O 
(n+n+(n*k*n)+n), which is the same thing as O. Because of 
this, the difficulty of the operation, measured in terms of the 

amount of time it takes, is equivalent to O. (n2). When 
viewed from an asymptotic perspective, on the other hand, 
the level of complexity shown by our approach as well as 
that of the prior method is same. On the other hand, if our 
approach is used to a very large number of n, it will provide 
results that are superior to those obtained by other methods. 

5. PERFORMANCE ANALYSIS 

According to the research that has been conducted, the 
outlier distribution is reported to occur anywhere between 
10 and 20 percent of the dataset. The number T serves as the 
criterion for determining how many of the data points are 
regarded to be anomalous. The findings of this experiment 
have led us to the conclusion that T should have a value of 
0.99, and we got at this conclusion as a consequence of the 
following: The equation indicates that there is a connection 
between the threshold value T and the number of outliers, 
and that this connection has a relationship that is inversely 
proportional to T. In other words, the relationship is 
inversely proportional to T. 

 

We constructed a prediction model that was based on the 
support vector machine so that we could assess whether or 
not the method that was suggested for spotting outliers is 
effective (SVM). The dataset was analyzed using this model 
both before and after the outlier was removed from the 
image. This allowed for a comparison of the two states of the 
data. The results on both instances were exactly what was 
desired and expected. Both the process of training the model 
and the process of validating the model, which both make 
use of the training and validation methods, make use of these 
two distinct iterations of the datasets throughout the whole 
of both processes. Before the outlier was taken into account, 
the confusion matrix of the model is shown in Table 1, as it 
was originally. After taking into account the results of 
removing the outlier, the confusion matrix of the model can 
be seen in Table 2. Table 1 displays the model's confusion 
matrix in its uncorrected form, which means that it does not 
take into account the outlier. 

Table-1: Confusion matrix of the original dataset prior to 
SVM-based outlier elimination. 

 

In all, there were 25192 cases in the NSLKDD Train20 
dataset. The model correctly categorised 25084 of those 
examples. There is a 98.3 percent chance that this is correct. 
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As a result of the removal of the outliers, the total number of 
occurrences was reduced to 24634, and out of that number, 
only 24530 instances were able to be identified accurately.  

Table-2: Confusion matrix of the initial dataset after SVM 
removal of the outlier. 

 

Tables 1 and 2 each contain a graphical representation of the 
True Positive (1st cell), the False Negative (2nd cell), the 
Precision (3rd cell), the False Positive (4th cell), the True 
Negative (5th cell), the Negative Predicted Value (6th cell), 
the Sensitivity (7th cell), the Specificity (8th cell), and the 
Accuracy (9th cell). When compared to one another, the 
accuracy of the model that does not include the outlier has a 
much higher level of precision than the accuracy of the 
model that does include the outlier. To put it another way, 
the training error of the model that does not include the 
outlier is much lower than the training error of models that 
do include the outlier. Because of this, the accuracy of the 
model is improved when it is applied to data sets that do not 
include any outliers in comparison to data sets that do have 
outliers. The dataset ought not to have any extreme values, 
often known as outliers, since doing so will make it less 
likely that the model is biassed or that it has been overfit to 
the data. 

In order to create a direct comparison of the amount of time 
required to compute GBBK and the amount of time required 
by the suggested technique GBBK+, we carried out 7500 
instances at intervals of 500 seconds. A depiction of how 
well the performance of the total number of instances did 
may be seen along the X-axis of Figure-1. The Y-axis provides 
an approximate estimate of the amount of time, measured in 
seconds, that will be required to finish the execution of the 
algorithms. This estimate is shown as a range. When 
compared to the method that was suggested, the graph in 
Figure-1 illustrates that the amount of time that is required 
by GBBK constantly increases in proportion to the number of 
instances that are being processed. This is the case even 
though the proposed method was intended to reduce the 
amount of time that is required. When compared to the 
method that was proposed, this is much different. Even when 
there is a greater number of instances to handle, the GBBK+ 
approach completes the task in a shorter amount of time 
compared to the GBBK algorithm. This is due to the fact that 
the GBBK+ approach has a reduced number of rounds. 

 

 

Figure-1: Comparison of the execution times for the 
proposed technique GBBK+ and GBBK 

The Receiver Operating Characteristic is one of the metrics 
that is utilised in the process of establishing how effective 
the categorization system is. This statistic is known as the 
Receiver Efficiency (often abbreviated as ROC). Figure 2 is a 
depiction of the ROC that was obtained by applying SVM to 
the NSLKDD dataset. You can see this representation below. 
The True Positive Rate (TPR) is shown along the Y-axis of 
this graph, while the False Positive Rate (FPR) is displayed 
along the X-axis. These two rates are presented in the form 
of a percentage each. For the purpose of illustrating the ROC 
curve, a plot of the TPR vs the FPR may be used. After the 
elimination of the outlier, which made it possible to utilise 
the dataset for analysis, the ROC of the NSLKDD Train 
dataset can be seen in Figure 3, which shows the results of 
the study. The performance that was performed by the figure 
that came before this figure was somewhat more impressive 
than the performance that was produced by this figure. 

 

Figure-2: Prior to outlier elimination, the ROC 
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Figure-3: ROC after removal of outlier 

6. DETECTION BASED UNSUPERVISED 

The dataset of network connections that does not include 
any outliers and is shown in Figure-4 is the one that is used 
as the input for this stage. At this stage of the procedure, the 
objective is to come up with a collection of clusters that are 
based on the similarity measure. This phase will result in 
k+1 clusters, with the k+1st cluster comprising the objects 
that have not yet been assigned a classification and the other 
k clusters having the identical qualities in every instance. 
The unsupervised classification method k-point, which was 
published in [3,] carried out the needless comparison of 
objects in an iterative manner by decreasing the amount of 
characteristics with each passing iteration until it reached 
the threshold. [Citation needed] [Citation needed] [Citation 
needed] [Citation needed] [Citation needed] [Citation 
needed] [ (minimum attribute). Another disadvantage of this 
method is that the typical data label is assigned to the cluster 
that contains the most information, even if this is not always 
the case. For instance, the larger cluster that is used in a DOS 
assault is seen as belonging to the malevolent class rather 
than the ordinary class. This is because a DOS assault is an 
aggressive kind of attack. 

The recommended approach, which has been given the term 
k- point+, has therefore been changed to handle these two 
limits as a consequence of this situation. The proposed 
method begins with unlabeled data and develops a clustering 
list based on the underlying statistical features of the data. 
This list is then used to cluster the data. These k random 
items were chosen from the dataset, and the other objects 
were clustered around them using the find sim similarity 
function (). This method will ultimately produce k plus one 
clusters from the whole unlabeled dataset that you provide. 

 

 

Figure-4: Unsupervised Classification Process 

7. DETECTION UNDER SUPERVISION 

In the process of supervised classification, a classification 
model known as the Support Vector Machine (more often 
abbreviated as SVM) is used. Supervised classification. This 
model is trained by using a training dataset that includes 
labels in order to make predictions. When an unsupervised 
classifier is applied to a set of data, the result is a list 
consisting of k+1 clusters. Following that, the 
aforementioned list is fed into a supervised classifier in 
order to be utilised as an input. To accurately tag the first k 
clusters on this list, you need to correctly estimate only one 
random object from throughout the full cluster. If it can be 
shown that this seemingly innocuous piece constitutes an 
attack, then the whole cluster will be labelled as an assault. 
If, on the other hand, it is not found out that this arbitrary 
item is part of an assault, then the cluster is recognised as 
being typical, as shown in Figure 5. However, the k+1th 
cluster comprises items that have not been categorised; 
hence, it is important to evaluate each object in this cluster 
in order to select the label for each individual object on an 
individual basis. Because of this, the total number of objects 
that are included into the model is equivalent to k plus the 
total number of objects that are contained inside the cluster 
that is denoted by k plus one. Once the label of the first 
item's k predicted label has been assigned as the label of the 
k cluster, the label of the cluster that each individual object 
was initially a member of is then assigned as the class label 
of each individual object. This is done after the label of the 
first item's k predicted label has been assigned as the label of 
the k cluster. Following the application of labels to every one 
of the products, the next step is to classify them as either safe 
to use or potentially dangerous. The intrusion detection 
system will not interfere with the regular connections; 
nevertheless, it will either prevent malicious connections 
from being made or notify the administrator to their 
presence if they are discovered. It is possible to dissect the 
operation of a support vector machine into two distinct 
components, both of which are shown in Figure 6. The first 
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phase is referred to as the online phase, while the second 
phase is referred to as the offline phase. 

 

Figure-5: Supervised Classification Process 

The phase of testing, which occurs at the same time as the 
period in which the game is being played online. During this 
stage of the process, we will produce our forecasts by using 
the model that we built during the phase before, which took 
place outside of the computer. The k-point+ methodology 
produce a collection of clusters that are made up entirely of 
feature sets as its end product. This output is then sent to a 
support vector machine in order for it to do an analysis on it. 
After that, the data are run through a support vector 
machine so that a prediction may be made about the class 
label of the feature sets. We made use of a binary classifier 
SVM model, which splits the whole output into two unique 
classes: the normal class, which is comprised of usual 
network connections, and the authorised category. We used 
this model to classify the data. This is the model that we 
based our work off of. The second category is known as the 
"malevolent class," and it contains all potentially harmful 
network connections. This category is referred to as "bad 
actors." These connections are either prohibited or a 
notification is sent to an administrator about them. 

 

 

Figure-6: SVM Model's offline and online phases 

8. CONCLUSIONS 

This model illustrates a multi-stage intrusion detection 
system that is dependent on outlier, unsupervised, and 
supervised detection methodologies to identify potential 
threats. These techniques of detection are included in the 
model that has been supplied for your perusal. The GBBK+ 
algorithm produces results that are superior to those 
provided by the GBBK technique in terms of both the amount 
of time that is required and the precision of the detection. 
This is the case whether we are talking about the accuracy of 
the detection or the amount of time. When you look at the 
two algorithms side by side, you will see that this is the case. 
After the outliers in the dataset have been located with the 
assistance of the outlier detection method, the outliers 
themselves are removed from the compilation of the data. 
Due to the fact that the previous technique was able to 
successfully eliminate all outliers from the dataset, the 
performance of the second level was significantly improved 
as a direct consequence of this. Utilizing the method of 
finding data outliers is one way to successfully handle high-
dimensional data in the shortest amount of time possible 
during processing. This may be accomplished by using the 
technique of recognising data outliers. 

When the k-point method was first developed, there were a 
number of restrictions and drawbacks that needed to be 
solved before it could be considered a viable option. The k-
point+ strategy that we developed allowed us to successfully 
complete this task. The empirical investigation came to the 
conclusion that the performance of k-point+ is superior than 
that of k-point in terms of the degree of difficulty of the task, 
the amount of time that is required, and the accuracy of the 
detection. The model that has been suggested is capable of 
detecting attacks with low frequency as well as high 
frequency, as well as assaults that are known and assaults 
that are unknown. Additionally, the model can identify 
assaults that are known and assaults that are unknown. In 
addition to that, the model is able to differentiate between 
attacks that are known and those that are unknown. 
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