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Abstract - An The process of turning a string of letters 
into a string of tokens is known as lexical analysis, 
commonly referred to as lexing or tokenization. These 
tokens may be keywords, identifiers, constants, operators, or 
other language-specific symbols. 

The word lexical is obtained from the native word i.e. lexeme 
which means tokens. 

The process of lexical analysis usually includes reading each 
character of the input one by one, grouping characters into 
tokens, and passing these tokens to a parser or other 
program for further processing. 

Lexical analysis is often first step in the operation of 
compiling or interpreting a program. It is also used in 
natural language processing, information retrieval, and 
other fields where it is necessary to identify and classify the 
elements of a body of text. 

In general, lexical analysis involves breaking up a stream of 
text into a sequence of tokens, which can then be further 
processed and analyzed by other programs. It is an 
important step in the compilation and interpretation of 
programming languages, as well as in the processing of 
natural language. 
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1. INTRODUCTION  

The initial step in the compilation procedure is the lexical 
analyzer. This phase, also referred to as a lexical scanner, 
scans the input string without going back and reading each 
symbol more than once before fully processing it. The 
primary responsibility of lexical analyzer is to take input 
characters and generate the output of the token sequence 
that the parser utilises for lexical analysis. The lexical 
analyzer receives input characters from the parser and 
reads them until it can recognize the next token. 

Tokens are generated from lexemes by a lexical analyzer. 
Internally, the tokens are frequently represented as 
distinct integers or an ordered type. In order to 
distinguish between the multiple name or numeric tokens 

in this example, the lexeme is necessary in addition to the 
token itself. 

The lexical analyzer normally functions independently and 
only uses one or two subprocesses and global variables to 
interact with rest of the compiler. Every time the parser 
requires a new token, it calls the lexical analyzer, which 
then delivers both the token and the lexeme that goes with 
it. 

The lexical anlyzer can be replaced or modified without im
pacting the remaining compiler, because the real input is 
concealed from the parser. The lexical analyzer normally 
functions independently and only uses one or two 
subprocesses and global variables to interact with the rest 
of compiler.  

When the parser requires a new token, it invokes the 
lexical analyzer, which then returns the token and its 
lexeme. The lexical analyzer may be changed or replaced 
without having an impact on the remainder of the 
compiler since actual input process is concealed from the 
parser. 

In this paper we study about the role of lexical analysis in 
the overall process of compiling or interpreting a program, 
Techniques for defining the tokens that a lexical analyzer 
should recognize, such as using regular expressions along 
with the implementation. 

2. LITERATURE REVIEW 

Daniele Paolo Scarpazza et al. [1] A parallel regexp-based 
tokenization technique has been suggested that makes use 
of the substantial thread- and data-level parallelism 
offered by multi-core architecture. It is derived from the 
Deterministic Finite Automation (DFA) model, which was 
created for branch elimination and SIMDization in 
prediction-like applications. 

Umarani Srikanth [2] The suggested approach divides the 
source programme into a predetermined number of blocks 
using a dynamic block splitter algorithm to carry out 
lexical analysis concurrently. By swiftly scanning through 
large dictionaries on multiple core IBM Cell processors for 
a string, the Aho-Corasick method tokenizes data. 

Swagat Kumar Jena et al. [3] According to the method, 
each block of the source file is divided into M lines, with 
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the possible exception of last block, and each block is 
stored in memory as a separate file. Then, N lexical 
programme threads are created, and lexical analysis is 
carried out simultaneously for each file using N lexical 
programme threads. 

Amit Barve et al. [4] stated The method based on an open 
source automatic lexer generator Flex and exploiting the 
concept of processor affinity and partitioning code written 
in C/C++ programming language based on for-loop 
looping structures. 

Amit Barve et al. [5] said, The method is based on setting 
the pivot points, which divides the code into a 
predetermined block count equal to the amount of 
available CPUs. Considerations were made for white space 
characters, various topologies, and pivot components 
based on lines. 

Amit Barve et al. [6] Modernized version the approach 
provided by Amit Barve et al. is concluded when of 
developing fast parallel lexers for multi-core processors. A 
proposed algorithm stores block indicators of source code 
in a text file that will later be read. Based on the read 
indicators, processes are branched and assigned to 
different CPUs using processor affinity. The algorithm's 
efficiency is increased by assigning operations to an 
available processor only when a process is formed. This 
method eliminates the need to wait for a process to be 
allocated to a processor. 

Amit Barve et al., (2015) [7] explained an enhanced 
version for parallel lexical analysis algorithm. 
Furthermore, if the number of CPUs rises, the speed is 
seen as being higher. As a result, this approach can 
improve compilation time even more. The author asserts 
that the memory block-based approach exceeds the 
results of his earlier work, which used a round-robin CPU 
scheduling technique to run lexical analysis in parallel and 
the highest speed achieved is 6.84. The speed will be 
increased when number of CPU rises and also improves 
the overall compilation time. Daniele Paolo Scarpazza et 
al., (2007) investigated the importance of the efficiency of 
the cell processor system when it is used for the 
implementation of Deterministic Finite Automata based 
string matching process algorithms. 

Daniele Paolo Scarpazza et al., (2008) [8] the results of 
their experiment indicate that the Cell is the perfect 
candidate for managing security requirements. One cell 
processor has eight processing units, but only two of them 
have the processing ability to process a net connection 
with a data rate of even more than 10 Gbps. Using the Aho-
Corasick string searching algorithm, developed optimized 
string matching solutions for the Cell processor and the 
result showed a throughput of 40 Gbps per processor 
when The speed for bigger dictionaries is somewhere 
between 1.6 to 2.2 Gbps per processor, and the 

dictionaries are tiny enough to fit into local memory 
space of the processing cores. 

Wuu Yang et al (2002) [9] identified the issue of the 
longest-match rule's applicability and proposed a model. 
The method consists of two steps: the first is to determine 
the regular set of token patterns produced by non-
deterministic finite automaton while the automaton 
processes components of an input regular set, and the 
second is to determine whether a regular set and a free 
language have any non-trivial intersections with a set of 
equations. To enable parallel procedure model in the C 
programming language, Russell et al. (1992) created 
additions to the parallel procedural language and a 
runtime environment. In order to reduce the need for 
expensive process control blocks to be implemented, a 
novel method for nesting parallel process contexts in 
multiple stack frames is used in the run-time framework 
and the performance data for two parallel programs 
utilizing their proposed system is provided. 

Xiaoyan Lai., (2014) [10] begins an innovative 
implementation approach for syntactic analysis, 
interpretative execution, and lexical analysis. The 
experimental analysis provides integrity and reliability of 
compilation system. Amit Barve et al., (2012) presented a 
new approach of implementing lexical analyzer to run in 
parallel which is based on an open source automatic lexer 
generator Flex and exploiting the concept of processor 
affinity. It is measured to be a simple and faster process by 
partitioning code written in C/C++ programming language 
based on for-loop looping structures. Work reasonably 
illustrates the benefit of multi-core architecture machines 
in accelerating the process of lexical analysis tasks. 
Thomas Reps et al., (1998) described the compilation 
domain, where tokenization process can always be carried 
out in time linear in the input size, while most of the 
standard tokenization algorithm explains that, in the 
worst case, the scanner can exhibit quadratic behavior for 
some sets of token definition 

3. METHODOLOGY 

A) Proposed System 

There are several different approaches to performing 
lexical analysis, but a common methodology involves the 
following steps: 

i. Read each character of the input one at a time. 

ii. Identify the next token in the input. This may 
involve looking for patterns in the characters, 
such as sequences of digits that form a number, or 
strings of letters that form a keyword or 
identifier. 

iii. Extract the token from the input. 
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iv. Classify the token based on its type (e.g., keyword, 
identifier, constant, operator). 

v. Pass the token to a parser or other program for 
further processing. 

Some lexical analyzers also include additional steps, such 
as removing comments or white space from the input, or 
performing preprocessing on the input before 
tokenization. It is also possible to use regular expressions 
or finite automata to perform lexical analysis. Regular 
expressions are a way of describing patterns in strings, 
and can be used to identify and extract tokens from the 
input. Finite automata are mathematical models that can 
be used to recognize patterns in input and are often used 
in the implementation of lexical analyzers. 

B) Flowchart 

 

Fig -1: Lexical Analyzer with the Parser 

 

Fig -2: Dividing into Tokens 

4. RESULTS AND DISCUSSIONS 

 

Fig -3: Sample Input Program 

In fig.3 : A sample C language program passed to the 
lexical analyzer. 

 

Fig -4: Output 

In fig.4: The  sample C program given as input is converted  
into tokens i.e. Keywords, Identifiers, Mathematical 
Operators, Logical Operators, Numerical Values, Other 
(Separators). 

5. LIMITATIONS 

 The presence of an illegal character, often at the 
start of a token, results in a lexical mistake. 

 Some of the regular expressions are quite 
challenging to comprehend. 

 The lexer and also its token descriptions require 
more work to build and test. 

6. CONCLUSION 

The goal of this study was to conduct a thorough 
examination of recent research on lexical analyzer 
implementation methodologies. It is known from the 
review that various software tools for lexical analyzers 
have been developed in the past that are ideally suited for 
serial execution. The different stages of the compilation 
process must be updated to accommodate multi-core 
architecture technologies as a result of the rise of multi-
core architecture systems in order to attain a parallelism 
in compilation tasks and thereby minimize the time of 
compilation. An extensive analysis provides a deeper 
insight towards the lexical analyzer. Among the results 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

               Volume: 10 Issue: 01 | Jan 2023               www.irjet.net                                                                         p-ISSN: 2395-0072 

 

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 387 
 

recorded in the reviewed articles, it is observed, some of 
the high-level trends in scanner generation are the 
adaptation of parallel processing in lexical analysis tasks 
by using multi-core processor affinity principle to increase 
the efficiency of the compiler's runtime compared to the 
sequential execution of lexical analysis tasks on a single 
processor system. 

7. FUTURE SCOPE 

The development of computing power is moving rapidly 
towards massive multi-core platform due to its power and 
performance benefits. System software, including 
compilers, should be designed for parallel processing in 
order to take full use of multi-core technology. 
Implementing more pattern matching algorithms into the 
program. 
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