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Abstract – The Naive Bayes classifier, a probabilistic 
machine learning technique, is useful for classification tasks. 
It is based on the Bayes theorem, which states that the 
likelihood of an event occurring given some observed 
evidence is equal to the prior probability of the event 
occurring. The Naive Bayes classifier can be trained on a 
dataset of labelled news articles, each of which is associated 
with a particular class or category, for the purpose of 
classifying news articles. The features of the articles, such as 
the words used and the length of the article, can then be used 
by the classifier to predict the class of an unseen article. The 
"naive" assumption, which is one of the key assumptions of 
the Naive Bayes classifier, is that the articles' features are 
independent of one another. The classifier is able to predict 
outcomes without taking into account how features interact 
with one another because of this assumption. The Naive 
Bayes classifier can still perform well on many classification 
tasks, including the classification of news articles, despite 
this assumption. 

Key Words:  Natural language toolkit ,python ,machine 
learning algorithm. 

1. INTRODUCTION  

The process of classifying a news article according to its 
content is known as news article classification. This is a 
common issue in information retrieval and natural language 
processing, and it can be useful for organizing and searching 
through large collections of news articles. 

One approach to categorising news stories is to use a 
machine learning algorithm like the Naive Bayes classifier. A 
probabilistic model known as the Naive Bayes classifier 
makes predictions based on the likelihood that particular 
occurrences will occur. The events are the classes or 
categories to which news articles can be classified, and the 
features are the words or other characteristics of the articles. 

A dataset of labelled news articles, each of which is 
associated with a distinct class, is required to train a Naive 
Bayes classifier for news article classification. The classifier 
would then learn the probability distribution of the 
characteristics for each class. which would then use this 
information to predict articles that had not been seen before. 
The Naive Bayes classifier is able to efficiently simplify 
calculations and make predictions because it assumes that 
the articles' features are independent of one another. 

A lot of classification tasks benefit from the Naive Bayes 
classifier's relative simplicity and ease of use, which is one of 
its advantages. It can also do well on a variety of 
classification problems, such as classifying news articles. 
However, in order to ensure that the classifier is effective, it 
is essential to evaluate its performance on your particular 
dataset and problem. 

2. LITERATURE REVIEW 

R. Siva Subhramanian and D. Prabha [22] 
contributed their paper in  In February 2020 on research of 
This research seeks to identify potential customers. 

They used the SBC method to modify the NB model with the 
goal of enhancing prediction by removing unnecessary 
dataset features. 

According to the experimental findings, the WSNB running 
time is 0.03 seconds for WSNB at depth 1,  0.06 seconds for 
WSNB at depth 2, and 0.15 seconds for WSNB at depth 3. 
Running time for Standard Naive Bayes was 0.16 seconds. 
Which was unmistakably demonstrating that WSNB shortens 
the model's running time as compared to traditional Naive 
Bayes. 

Faculty of Agriculture, University of Novi Sad [23] published 
their article in 2022. The effectiveness of the Naive Bayes 
approach for predicting water quality was studied by the 
author. Nine water quality factors were examined, including 
temperature, oxygen saturation values, and others. Five 
locations and 68 samples of data were used to assess the 
water quality using the Naive Bayes model. The testing 
report ranked each parameter as very good, excellent, good, 
or bad; after analysing the report and using the method, the 
author came to the conclusion that the model correctly 
identified water class in 64 out of 68 instances.  

Disha Sharma and Sumit Chaudhary [24] They studied 
various sources of stress which includes 1) The surrounding 
Environment 2) Social Stress 3) Physiological 4) Thoughts 

Authors applied four machine learning technics that are 
logistic Regression, Naïve Bayes, Multilayer perceptron 
,Bayer’s Net. 

Parameters like False Positive rate, True Positive Rate , 
precision, Recall considered for the performance. After 
comparing all the results of four methods they concluded 
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that Baye’s Net classifiers gives longest accuracy of 88 
percentage and Naive Bayes gives accuracy of 86 percentage. 

Mamata Thakur and team [25] by concerning the problem of 
huge growth of internet and difficulty in getting relevant 
topic according to search. Authors chose some news 
websites after that the important attributes from these 

The Nave Bayes algorithm was used by the authors to 
classify data from 10 different websites, and the results of 
comparative studies with other current algorithms on the 
same dataset demonstrate that Nave Bayes outperforms 
them.  

Yi Ying [26] The author of this study employed a variety of 
news stories to research and used news categories including 
sports, politics, business, etc. The Confusion Matrix results 
show that the Sarcasm model developed using the Naive 
Bayes approach above achieved an accuracy level of 66%, 
70% withdrawal, and 68% precision.  

By summarising the literature review we can understand 
sometimes Navies Bayes gives good results but not able to 
give 100% correct results and some of other machine 
learning algorithms are more effective than NB, so more 
researches can be done increase efficiency of NB 

3. METHODOLOGY  

3.1 PROPOSED SYSTEM 

Here is a general approach to utilising the provided code to 
categorise news articles: 

1. Assemble and classify a dataset of news stories, each with 
a category tagged (e.g., sports, tech, business, 
entertainment). The classifier will be trained and tested 
using this dataset. 

2. Remove all stop words from the data and lowercase each 
word in each article as part of the pre-processing. 

3. To turn the text input into numerical feature vectors, 
create a TfidfVectorizer. 

4. The training and test data should be converted into 
feature vectors using the TfidfVectorizer. 

5. Making use of the training data, create a Multinomial 
Naive Bayes classifier. 

6. Calculate the classifier's accuracy by evaluating it against 
the test data. 

7. Make predictions for fresh, unlabelled news articles using 
the classifier by converting them into feature vectors and 
passing them into the classifiers predict method 
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RESULT AND DISCUSION 

 

The program we did is a simple classification program that 
uses naïve bayes classifier to predict the category of text 
data. The programme first generates two sets of text data: a 
training set and a test set, where each text is assigned to the 
appropriate category. The text data is then lowercased and 
stop words are removed as part of the pre-processing. The 
text data is then transformed into feature vectors via a Tf-Idf 
vectorizer, which are then fed into the classifier as input. The 
classifier is then trained on the training set of data and used 
to the test set of data to provide predictions. 

Because of the limited data set and small amount of data, this 
programme cannot make good predictions based on the 
input data. 

Import modules 

Create training and 

test data 

Pre-process the data 

 Create tfidvectorizer 

Create 

multinomialNB 

 Train the classifier 

 Evaluate the classifier 

Make prediction for 

new data  

Print predicted data  
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Use a larger and more varied training and test data set to 
enhance the effectiveness of this programme. Additionally, 
you can experiment with various classifiers, feature 
extraction methods, and text pre-processing approaches. It 
can also be beneficial to fine-tune the model parameters, use 
pre-trained models, and fine-tune it using your own dataset. 

Before selecting a particular technique or model, it's crucial 
to take the context of the problem at hand and the precise 
requirements of the task into account. 

3. CONCLUSION 

The Naive Bayes classifier is a popular machine 
learning method that can be used to categorise news stories. 
It has a lot going for it, like being easy to use, working well, 
and doing well on a lot of classification tasks. However, its 
performance on a particular dataset must be evaluated. The 
classifier's performance can be improved, more complex 
problems can be handled, and the classifier can be applied to 
new domains can all be developed further in this area. 
Natural language processing and information retrieval could 
benefit greatly from using the Naive Bayes classifier. 

FUTURE SCOPE: 

In the field of news article classification using Naive 
Bayes classifiers, there are numerous potential future 
directions for research and development. These are some: 
expanding the application of the classifier to new domains 
and languages, enhancing the classifier's performance, and 
incorporating it into news analysis systems. The Naive Bayes 
classifier offers a lot of potential for solving a variety of real-
world issues, and more research may be done on its 
capabilities and restrictions when it comes to categorising 
news items. 
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